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Abstract

Randomized experiments have become the standard method for companies to evaluate the perfor-
mance of new products or services. In addition to augmenting managers’ decision-making, experimen-
tation mitigates risk by limiting the proportion of customers exposed to innovation. Since many ex-
periments are on customers arriving sequentially, a potential solution is to allow managers to “peek” at
the results when new data becomes available and stop the test if the results are statistically significant.
Unfortunately, peeking invalidates the statistical guarantees for standard statistical analysis and leads to
uncontrolled type-1 error. Our paper provides valid design-based confidence sequences, sequences of
confidence intervals with uniform type-1 error guarantees over time for various sequential experiments
in an assumption-light manner. In particular, we focus on finite-sample estimands defined on the study
participants as a direct measure of the incurred risks by companies. Our proposed confidence sequences
are valid for a large class of experiments, including multi-arm bandits, time series, and panel experiments.
We further provide a variance reduction technique incorporating modeling assumptions and covariates.
Finally, we demonstrate the effectiveness of our proposed approach through a simulation study and three
real-world applications from Netflix. Our results show that by using our confidence sequence, harmful
experiments could be stopped after only observing a handful of units; for instance, an experiment that
Netflix ran on its sign-up page on 30,000 potential customers would have been stopped by our method on
the first day before 100 observations.

Keywords: Sequential Analysis, Anytime-valid inference, Asymptotic Confidence Sequence, A/B Test, Time
Series Experiments, Panel Experiments, Switchback Experiments, Peeking, Multi-arm Bandits, Adaptive Testing
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1 Introduction

Over the past decade, firms have widely adopted controlled experiments (often called A/B tests by practitioners) as
the principled way of evaluating the performance of a new product or service (the treatment) relative to the current
offering (the control). In a typical A/B test, the firm randomly allocates a proportion of its customers to experience the
treatment (“B") while the rest continue to receive control (“A"). Then, after a prespecified amount of time, usually one
to two weeks, the results are examined by a manager who uses them as input into the decision of widely deploying the
treatment or rolling back to the control. Researchers have found encouraging evidence that companies adopting control
experimentation and developing a culture of experimentation see a boost in product innovation, identifying and scaling
promising ideas, and informing strategic decision-making (Camuffo et al., 2020; Cohen and Levinthal, 1994; Cohen,
Nelson and Walsh, 2002; Koning, Hasan and Chatterji, 2022; Kohavi et al., 2013; Bakshy, Eckles and Bernstein, 2014;
Li et al., 2015; Mao and Bojinov, 2021). For example, Koning, Hasan and Chatterji (2022) suggests that companies
leveraging A/B testing could see an increase of 30-100% in revenue and visitation traffic after a year of initial adoption.

In addition to augmenting decision-making, experiments decrease the risk associated with innovation by limiting
the initial proportion of treated customers to 1-5% of the total population(Kohavi, Tang and Xu, 2020; Bojinov and
Gupta, 2022). This is especially relevant as many experiments are also not intended to be direct product improve-
ments but have other justifications such as reducing costs or changing backend infrastructure. In these applications, a
treatment effect is not expected, and experiments are effectively employed as quality control gates to mitigate risk. A
common example are technology companies where product changes occur frequently through software rollouts (Lin-
don, Sanden and Shirikian, 2022). As large organizations often have millions of members, this small percentage still
represents hundreds of thousands of users, providing sufficient power to detect even minor (negative) effects. However,
if a treatment performs exceptionally poorly, prolonged exposure could lead to customer dissatisfaction and substantial
revenue loss, a problem exacerbated by technology companies like Amazon, Netflix, and Microsoft conducting thou-
sands of experiments on their customers each year (Thomke, 2020). From a manager’s perspective, it’s vital to stop
such negative experiments before they cause too much harm to the people in the study (Bojinov and Gupta, 2022). For
example, in a recent experiment at Netflix (discussed in detail in Section 8.1), the manager planned to terminate the
experiment if the number of lost customers due to the new version exceeded a specific threshold, such as 10,000 out of
500,000 potential customers in the study. In order to minimize risk, it is necessary to stop harmful experiments quickly.

A potential solution involves allowing managers to “peek” at experimental results as new data becomes available
and stopping the test if the results are significant. However, calculating a standard confidence interval each time new
data is available would result in an uncontrolled type-1 error rate, as confidence intervals are only reliable when com-
puted once at the end of the study (see Section 1.1 for more details). To ensure the resulting inference is valid—meaning
it has an appropriate type-1 error rate—we need to use confidence sequences (a sequence of confidence intervals) that
offer a uniform type-1 error guarantee for all time points. This type of inference is often called “anytime-valid” because
it enables us to sequentially test the same hypothesis while maintaining type-1 error rate control (Johari, Pekelis and
Walsh, 2015; Howard et al., 2020). Shifting from confidence intervals to confidence sequences allows managers to
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“peek” at available data and stop the experiment if a statistically significant effect is observed at any time. Due to this
increased flexibility, many companies, such as Adobe (Waudby-Smith et al., 2021), Microsoft (Waudby-Smith et al.,
2022), and Netflix (Lindon and Malek, 2022; Lindon, Sanden and Shirikian, 2022), have recently started incorporating
anytime-valid inference in their experimentation platforms. For example, in Section 8.1, we analyze an experiment
conducted by Netflix for approximately 2 weeks on around 30,000 potential customers arriving to their sign-up page
with a strong negative treatment effect, i.e., the experiment was harming potential new subscribers from subscribing.
We find that using our proposed confidence sequence, Netflix could have stopped the experiment as early as the first day
after observing only approximately 70 units, saving potentially hundreds and thousands of potential new subscribers.

A significant limitation of most existing research on this topic is the emphasis on estimands defined for a hypothet-
ical (infinite) super population, such as the population average treatment effect, rather than the realized experimental
sample, such as the sample average treatment effect (Waudby-Smith et al., 2021; Waudby-Smith and Ramdas, 2020b;
Lindon and Malek, 2022; Waudby-Smith et al., 2022). This approach contrasts with the managerial risk mitigation
perspective, which seeks to stop an experiment when the treatment’s cost to customers in the study is deemed too high,
as measured by, for instance, the sample average. Moreover, for the validity of super population estimands, customers
need to be randomly sampled from the population—this assumption is often violated as heavier users are more likely
to appear early in the study (Bojinov and Gupta, 2022). Therefore, sequential methods that aim to provide anytime-
valid inference for a super population can lead to misleading results. Instead, we focus on developing anytime-valid
inference procedures that focus on the participants in the study and estimands defined on the sample not the super pop-
ulation, removing the often violated assumption of random sampling from a super population and directly addressing
the managerial perspective.

In particular, we provide an extension of the anytime-valid inference paradigm to the design-based framework.
Design-based approaches conditions on the full set of (potential) outcomes and performs inference on quantities directly
relevant to the experimental sample. This approach has a long history dating back to Fisher and Neyman but has seen a
resurgence in popularity as it allows us to perform inference on the realized sample and handle complicated settings such
as interference with minimal assumptions (Fisher, 1935; Neyman, Iwaszkiewicz and Kolodziejczyk, 1935; Bojinov and
Shephard, 2019; Ding, Feller and Miratrix, 2016; Zhao and Ding, 2021; Harshaw, Sävje and Wang, 2022). Our design-
based confidence sequence retains all the benefits of typical confidence sequences, allowing managers to terminate
experiments at any time, for instance, upon detecting a strong harmful treatment effect, without specifying a fixed time
horizon. Additionally, we estimate quantities directly related to the realized experimental sample, providing managers
with a precise measure for risk mitigation.

Our work also extends existing research to address more complex yet standard experimental settings, such as multi-
arm bandits, time series, and panel experiments, with minimal and practitioner-friendly assumptions. For example,
multi-arm bandit (MAB) algorithms are a popular and well-established framework for sequential decision-making and
adaptive A/B testing (Robbins, 1952; Bastani and Bayati, 2020; Rusmevichientong and Tsitsiklis, 2010) as they allow
for rapid iteration due to their regret-minimizing properties that can adaptively adjust the probability a newly arrived
customer is assigned to the treatment group. In Section 8.1, we apply our framework to analyze a MAB experiment
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at Netflix where treatment assignment probabilities were updated based on the success of each treatment. Another
important example we discuss is time series experiments, where the same units receive multiple treatments across time
Bojinov and Shephard (2019); Xiong et al. (2019). This type of experimental design has seen rapid growth in adoption,
especially by platform marketplace companies such as Doordash, Uber, and Lyft, which regularly use switchback
experiments (a special case of time series experiments (Bojinov, Simchi-Levi and Zhao, 2020)). In Section 8.2, we
apply our framework to analyze a panel experiment (the generalization of time series experiments to multiple units
receiving different treatments over time (Bojinov, Rambachan and Shephard, 2021)) that Netflix ran on 2000 members
for seven days to measure the effectiveness of sending push notification messages. In these more complex scenarios,
it becomes harder to justify the stronger and untestable technical assumptions on the outcome distribution that are
required by existing methods. Our methodology does not require such technical assumptions and can handle many
complex adaptive designs, providing more flexibility for firms running these experiments.

Our primary contribution is developing valid design-based confidence sequences for the average treatment effect
for 𝑛 individuals (Imbens and Rubin, 2015), the mean reward difference in the multi-arm bandit setting (Sutton and
Barto, 2018), the contemporaneous treatment effect for a single time series experiment with carryover effects (Boji-
nov and Shephard, 2019), and the average contemporaneous treatment effect for panel data settings for 𝑛 individuals
that are also observed across time 𝑡 (Bojinov, Rambachan and Shephard, 2021). Our design-based approach allows
us to naturally relax any independence or distributional assumptions and performs inference on the realized sample,
producing interpretable and managerially relevant results. Moreover, our results are agnostic to the outcome distribu-
tion, working for continuous, count, and binary data. This is particularly important as most companies compute the
results across thousands of business metrics that have very different distributions. Finally, our confidence sequences
are exceptionally easy to compute as they only rely on means and variance, which can be efficiently computed for large
streaming and batched data.

1.1 Confidence intervals and sequences

We begin by formally defining confidence intervals. We say 𝐼𝑡 is a valid confidence interval with type-1 error 𝛼 for the
true treatment effect 𝜇𝑡 if

Pr(𝜇𝑡 ∈ 𝐼𝑡) ≥ 1 − 𝛼 (1)
holds. Equation (1) shows that 𝐼𝑡 covers the truth with at least 1 − 𝛼 probability, where 𝛼 denotes the probability of
failing to contain the truth, i.e., type-1 error. For instance setting 𝛼 = 0.1 allows practitioners to interpret 𝐼𝑡 as a random
interval containing the truth parameter 𝜇𝑡 90% of the time. It is well known that peeking at the data and taking any
action will invalidate the type-1 error guarantee in Equation (1) (Johari et al., 2017). In other words, if we construct a
valid confidence interval 𝐼𝑡 for each time 𝑡, and then verify if all the intervals contain the truth, we would no longer be
able to assert that our error rate is only 𝛼.

To illustrate this issue, we show in Figure 1 the inflated type-1 error when performing a 𝑡-test every time a new
observation is observed, where each observation is independently drawn from a 𝑁(0, 1). For example, when there are
500 observations, the type-1 error is uncontrolled at 70% when 𝛼 = 0.10 as shown by the blue line. The issue is further
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Figure 1: The figure plots the type-1 error when an analyst performs an 𝛼 = 0.05 and 𝛼 = 0.1 level 𝑡-test every time a new observation
arrives (𝑥-axis), when the data is independently and identically drawn from a 𝑁(0, 1) distribution. The solid red and blue lines show
the inflated type-1 error rates as the number of observations grows for 𝛼 = 0.05 and 𝛼 = 0.10, respectively. The corresponding
horizontal dotted lines show the expected type-1 error at 0.05 and 0.10, respectively.

exacerbated if the data is dynamically and adaptively collected, i.e., if the next observation is sampled as a function of
the previous observations.

To overcome this, companies and researchers have started using methods to compute confidence sequences to
allow analysts to continuously monitor the experiment (Lindon and Malek, 2022; Waudby-Smith and Ramdas, 2020a;
Darling and Robbins, 1967; Wang and Ramdas, 2022; Howard et al., 2020). Confidence sequences are sequences
of confidence sets with time-uniform coverage guarantees, that is, the probability that all confidence sets cover the
estimand is at least 1 − 𝛼. Formally, a sequence of intervals {𝑉𝑡}∞𝑡=1 is a 1 − 𝛼 confidence sequence for a parameter 𝜇𝑡,
e.g., time-varying ATE, if

Pr(∀𝑡, 𝜇𝑡 ∈ 𝑉𝑡) ≥ 1 − 𝛼 ⟺ Pr(∃𝑡, 𝜇𝑡 ∉ 𝑉𝑡) ≤ 𝛼. (2)
It follows that Pr(𝜇𝑇 ∉ 𝑉𝑇 ) ≤ 𝛼 for arbitrary data-dependent stopping rule 𝑇 . In words, Equation (2) allows the
analyst to continuously monitor ongoing experiments through 𝑉𝑡 and also immediately stop the experiment whenever
the manager desires (for example detecting a significant negative treatment effect for the Netflix sign-up page experi-
ment) while controlling the error below the nominal threshold, as depicted by the dotted blue and red lines in Figure 1,
uniformly at all times.

Additionally, as companies rapidly scale the number of experiments that are performed, there is an increasing
demand to automate the experiment lifecycle and have experiments managed algorithmically. Anytime-valid inference
allows companies to automate the stopping time of experiments by defining algorithmic stopping rules in terms of
the confidence sequence, such as when the confidence sequence excludes zero, or when the confidence sequence is
sufficiently small around zero indicating that any difference, if it exists, is not practically meaningful. As we show in
our empirical application, this type of large-scale automation has the potential to significantly de-risk innovation.
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1.2 Outline

In Section 2, we introduce the design-based framework and the relevant causal estimands and estimators for the most
classical and simple setting, where the goal is to infer the average treatment effect from 𝑛 individuals. In Section 3,
we first give a brief overview of how confidence sequences are constructed via martingales. Then, we propose an
exact confidence sequence that is valid for general settings but depends on potentially unknown parameters of the data-
generating process. Section 4 introduces an improved design-based asymptotic confidence sequence. In Section 4.2,
we introduce the improved asymptotic confidence sequences in the simplest case for the average treatment effect of
individuals with independent data. In Section 4.3, we extend the results to allow fully dynamic and adaptive treatment
assignments, allowing sequential testing in the multi-arm bandit literature. Section 5.1- 5.2 generalizes the results to
a time series setting with potential carryover effects and the panel data setting. We also provide illustrative examples
of using our design-based confidence sequence for each of the aforementioned setting. Section 6 proposes an impor-
tant variance reduction technique by incorporating prior information or covariates. Section 7 shows simulations that
demonstrate the favorable properties of our main results and contrasts confidence sequences with confidence intervals
to guide practitioners. In Section 8, we present three real world applications of our methodology to experiments that
Netflix. Finally, Section 9 presents our concluding remarks.

We purposefully present results in the simplest settings first before generalizing the results to more complicated
settings to emphasize how our results cover a wide variety of problems. We also believe that separating each cases and
providing an example brings clarity both notationally and conceptually for what the goal and causal estimand is for
each setting.

2 Causal estimands, estimators and inference

Suppose 𝑁 independent units arrive sequentially; for each unit, we randomly assign them to a treatment 𝑊𝑖 and sub-
sequently observe a corresponding outcome 𝑌𝑖 so that we observe data {𝑊𝑖, 𝑌𝑖}𝑁𝑖=1. In our Netflix application, the 𝑁

units represent the different customers arriving on the company’s sign-up page, upon arrival they are assigned to either
a new version 𝑊𝑖 = 1 or the current offering 𝑊𝑖 = 0; we then observe if they signed up 𝑌𝑖 = 1 or did not 𝑌𝑖 = 0.
Throughout, we focus on the binary treatment assignments for simplicity, but our results generalize to treatments with
multiple levels.

Under the potential outcomes formulation of causal inference, each user has a pair of potential outcomes {𝑌𝑖(1), 𝑌𝑖(0)},
corresponding to what would happen if the user is assigned to the treatment 𝑌𝑖(1) or the control 𝑌𝑖(0); see (Neyman,
Iwaszkiewicz and Kolodziejczyk, 1935; Rubin, 1974; Robins, 1986). Note that we are explicitly assuming that there
is no interference between experimental units (i.e., assumes one unit’s treatment assignment does not impact another
unit’s outcome (Cox, 1958)). Often this assumption is combined with the requirement that there are no alternative
versions of the treatment and is called the stable treatment value assumption (Rubin, 1986). Of course, there are many
practical examples where the no-interference assumption is violated; however, we leave the full exploration of such
settings to future work. Later, we relax the no-interference assumption in Section 5. We can connect the potential
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outcomes to the observed outcome by noting that

𝑌𝑖 = 𝑊𝑖𝑌𝑖(1) + (1 −𝑊𝑖)𝑌𝑖(0), (3)

under the assumption of fully compliance that is trivially satisfied in our experimental setup.
Our paper crucially treats the potential outcomes as fixed and leverages the randomization due to the experiment for

inference. Therefore, Equation (3) shows that 𝑌𝑖 is only random through 𝑊𝑖 because {𝑌𝑖(1), 𝑌𝑖(0)} are fixed constants.
This is typically referred to as a design-based approach and can equivalently be derived by conditioning on the full set
of potential outcomes (Abadie et al., 2020; Rubin, 1974; Basse and Airoldi, 2017). To make this formal, we denote 𝑛

as the sigma-algebra that contains all pairs of 𝑁 potential outcomes {𝑌𝑖(1), 𝑌𝑖(0)}𝑁𝑖=1 and all observed independent data
up to the 𝑛th user {𝑊𝑖, 𝑌𝑖}𝑛𝑖=1 conditional on the 𝑁 pairs of potential outcomes. A big advantage of the design-based
approach is that it avoids making any assumptions about the distribution of the potential outcomes and solely leverages
the randomness of the treatment 𝑊 for inference.

Our goal is to estimate the finite-sample average treatment effect 𝜏𝑁 for the 𝑁 individuals in our obtained experi-
mental sample.

Definition 2.1 (Finite-Sample Average Treatment Effect).

𝜏𝑁 ∶= 1
𝑁

𝑁
∑

𝑖=1
𝑌𝑖(1) − 𝑌𝑖(0),

where 𝑁 denotes our finite-sample population of interest. In a sequential experimental setting, 𝑁 changes as more
data arrives (further formalized in Theorem 3.2). Definition 2.1 represents an average treatment directly related to the
𝑁 experimental sample as opposed to the more commonly proposed estimand related to an infinite general population
defined as

𝜏sp ∶= 𝐸sp[𝑌𝑖(1) − 𝑌𝑖(0)],

where the expectation is taken over the distribution of the potential outcomes assuming the potential outcomes are
identical and independently distributed for all units. Comparing the two estimands, we see that 𝜏𝑁 is directly related
to the effect of the treatment on the 𝑁 units enrolled in the experiment while 𝜏sp has no relation (having no 𝑁 in the
definition). Therefore, unlike the super population estimand 𝜏sp, our finite-sample estimand 𝜏𝑁 is directly aligned with
the managerial risk mitigation perspective. For example, if 𝜏𝑁 = −0.1 in the sign-up page experiment for𝑁 = 100, 000

customers in our experiment, the manager can directly conclude that running this experiment led to a potential loss of
10, 000 sign-ups. Additionally, our estimand does not require us to assume that the potential outcomes are identically
and independently distributed, an assumption that is often violated in more complex settings.

Although the individual treatment effect, 𝑌𝑖(1)−𝑌𝑖(0), is never jointly observed, we use the inverse propensity score
estimator (Horvitz and Thompson, 1952; Imbens and Rubin, 2015) 𝜏𝑖 that is unbiased for for the individual treatment
effect, where

𝜏𝑖 ∶=
1{𝑊𝑖 = 1}𝑌𝑖

𝑝𝑖(1)
−
1{𝑊𝑖 = 0}𝑌𝑖

𝑝𝑖(0)
(4)

and 𝑝𝑖(𝑤) ∶= Pr(𝑊𝑖 = 𝑤). To ensure that 𝜏𝑖 is well defined, we make the following positivity assumption.
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Assumption 1 (Probabilistic Treatment Assignment). For every 𝑖 = 1, 2,… ,∞ and 𝑤 ∈ {0, 1},

0 < 𝑝𝑖(𝑤) < 1,

where 𝑝∞(𝑤) is defined as the limiting propensity score.

In words, Assumption 1 states that the propensity scores for every individual is bounded away from zero and one.
For example, this states that each customers arriving to the sign-up page has some positive probability to see both the
new or current offering. Lastly, classical results show that the average of 𝜏𝑖 is an unbiased estimator of 𝑌𝑖(1) − 𝑌𝑖(0),
providing also a simple estimate of the (upper bound) of the variance. The variance estimate is an upper bound because
the actual variance term contains the product 𝑌𝑖(1)𝑌𝑖(0), which are never jointly observed. Thus, we use the following
inequality 𝑎2 + 𝑏2 ≥ 2𝑎𝑏 for any 𝑎, 𝑏 ∈ ℝ to obtain the following upper bound.

Lemma 2.1 (Mean and Variance of Inverse Propensity Score Estimator). Under Assumption 1,

1
𝑁

𝑁
∑

𝑖=1
𝐸(𝜏𝑖 ∣ 𝑖−1) = 𝜏𝑁 .

Furthermore, the upper bound of the variance has the following unbiased estimator

Var(𝜏𝑖 ∣ 𝑖−1) ≤ 𝐸(�̂�2𝑖 ∣ 𝑖−1), �̂�2𝑖 ∶=
1{𝑊𝑖 = 1}𝑌 2

𝑖

𝑝𝑖(1)2
+
1{𝑊𝑖 = 0}𝑌 2

𝑖

𝑝𝑖(0)2
, (5)

where all expectations throughout the rest of this paper is taken with respect to the randomness of the treatment assign-
ment conditioning on the potential outcomes.

The proof is provided in Appendix A. Before stating our first result, we also assume the potential outcomes are
bounded.

Assumption 2 (Bounded Potential Outcomes).
|𝑌𝑖(𝑤)| ≤ 𝑀

for all 𝑖 and 𝑤 ∈ {0, 1}, where 𝑀 ∈ ℝ.

The value of 𝑀 can be chosen to be extreme, ensuring that this assumption holds. This strategy is commonly employed
to satisfy the regularity conditions necessary for design-based inference (Bojinov and Shephard, 2019; Lei and Ding,
2020). In the finite-population framework, it is likely implausible for any units to have infinite potential outcome.
Furthermore, Assumption 2 is about the realized potential outcome. For example, if 𝑁 user’s potential outcomes were
generated from a 𝑁(0, 1) distribution, an unbounded distribution, each of the 𝑁 user’s realized potential outcome is
still bounded. More concretely, this assumption states that the 𝑁 Netflix customers all have finite responses on metrics
Netflix cares about, e.g., daily streaming hours, successful sign-ups, etc. Therefore, we view Assumption 2 as a mild
regularity condition.
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3 Exact design-based confidence sequences

3.1 Confidence sequence construction through martingales

We begin by introducing how confidence sequences are constructed through martingales. Equation (2) requires that
the confidence sequence 𝑉𝑡 contains the target parameter uniformly, allowing managers to perform hypothesis tests at
every time. On one hand, this can be viewed as a multiple-testing problem, where we control for type-1 error while
performing multiple hypothesis tests. Although any naive approach such as Bonferroni correction will technically lead
to valid type-1 error guarantees, such an approach leads to uncontrolled type-2 error since 𝛼 → 0 as time grows. Thus,
the state-of-the-art approaches have used martingale constructions that automatically give a time-uniform guarantee
through Ville’s maximal inequality (Ville, 1939).

Lemma 3.1 (Ville’s Maximal Inequality). Let 𝑀𝑛 be a non-negative supermartingale with respect to a filtration 

with initial value 𝑀0 = 1. Then,
Pr

(

∃𝑛 ∈ ℕ0 ∶ 𝑀𝑛 ≥
1
𝛼

)

≤ 𝛼.

Contrasting Lemma 3.1 with the desired gaurantee in Equation (2), we see that Ville’s Maximal Inequality directly gives
the desired uniform type-1 error guarantee. Thus, most constructions of confidence sequences rely on constructing a
non-negative supermartingale and applying Lemma 3.1 to achieve the time-uniform guarantee (Lindon and Malek,
2022; Howard et al., 2020; Waudby-Smith and Ramdas, 2020a).

3.2 Design-based exact confidence sequence

We now apply the empirical Bernstein inequalities to derive a design-based confidence sequence for 𝜏𝑁 (Maurer and
Pontil, 2009).

Theorem 3.2 (Design-based Non-asymptotic Confidence Sequence for the ATE). Suppose independent {𝑊𝑖, 𝑌𝑖}𝑁𝑖=1 are
observed for any arbitrary data dependent stopping time 𝑁 ,1 where Assumptions 1- 2 are satisfied. Let 𝑚 ∶= 𝑀∕𝑝𝑚𝑖𝑛,
where 𝑝𝑚𝑖𝑛 = min

𝑖,𝑤
𝑝𝑖(𝑤), i.e., 𝑚 is the most extreme value our estimate 𝜏𝑖 can take for any 𝑖. Denote 𝑆𝑛 ∶=

∑𝑛
𝑖=1 �̂�

2
𝑖 .

Then,
1
𝑛

𝑛
∑

𝑖=1
𝜏𝑖 ±

[

𝑚(𝑚 + 1)
𝑛

log

(

2
𝛼

)

+
𝑆𝑛
𝑛

(𝑚 + 1
𝑚

log
(

1 + 1
𝑚

)

− 1
𝑚

)

]

forms a valid (1 − 𝛼) confidence sequence for the average treatment effect 𝜏𝑛 defined in Definition 2.1.

The proof is provided in Appendix B. The key part of the proof is that we show

exp

[

∑𝑛
𝑖=1(𝜏𝑖 − 𝜏𝑛)
𝑚(𝑚 + 1)

+
𝑆𝑛

𝑚2

(

log
( 𝑚
𝑚 + 1

)

+ 1
𝑚 + 1

)

]

1With a slight abuse of notation we also use 𝑁 (the population size) as a stopping time because once the experiment is terminated
at “time” 𝑁 , the confidence sequence infers the average treatment effect of the 𝑁 individuals in the available data, making it the
“population”. Furthermore, because 𝑁 is a data-dependent stopping time, we require that it is formally a well-defined stopping time
(a measurable function dependent on the current and previous data).
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Figure 2: Online Experimentation (Example 1). The red contours show the lower and upper confidence sequence as units enter
in the experiment at 𝛼 = 0.05 using Theorem 3.2. The left and right panel show the confidence sequences for 𝑁 = 500, 5000

units, respectively. The horizontal red dotted line represent the true treatment effect of 𝜏𝑛 = 0.1 and the black horizontal dotted line
represents the zero (null) line.

forms a supermartingale by applying Fan’s inequality in (Fan, Grama and Liu, 2015). The rest follows from alge-
braically manipulating the supermartingale after applying Lemma 3.1.

There are three practical limitations to Theorem 3.2. First, the confidence sequence scales with 𝑀 , which is de-
pendent on both the observed and missing potential outcomes. Although Assumption 2 can be seen as a mild regularity
condition as finite-sample units likely do not have infinite potential outcomes, analysts often do not know this extreme
value, except in special cases such as binary outcomes. This issue is further exacerbated if there exists one extreme
potential outcome.

Second, in the spirit of a sequential test, the analyst may desire to change 𝑝𝑖(𝑤) as more units enter. However,
Theorem 3.2 requires 𝑝𝑚𝑖𝑛 to be determined before the start of the experiment, thus restricting the treatment assignment
probabilities to a pre-specified range. Although this is common practice for many experiments, the confidence width
further scales inversely with 𝑝𝑚𝑖𝑛.

Third, the confidence width is of order approximately 𝑆𝑛∕𝑛, which does not shrink asymptotically (𝑛 → ∞) to
zero unless 𝑆𝑛 grows sub-linearly (�̂�𝑖 vanishes to zero) or there are stronger assumptions on the potential outcomes.
This issue was recognized in Howard et al. (2020) who propose a solution under additional conditions. Nevertheless,
we present the exact confidence sequence under general conditions because it is still useful for special cases such as
binary outcomes (see Example 1) and emits a closed-form design-based confidence sequence that is easy to implement.
We show in Appendix C how to leverage a mixture distribution with the truncated gamma distribution to build another
confidence sequence with order roughly𝑂(

√

𝑆𝑛 log𝑆𝑛∕𝑛), which does not have a closed-form and requires root-solving
algorithms. We illustrate the confidence sequence in practice in Example 1 below.

Example 1 (Online Experimentation). Suppose individuals visit a website sequentially over time. When the page
loads, each person is randomly assigned with probability 1∕2 to the original version “A” (control) or the new version
“B” (treatment). Suppose we are interested in a binary outcome that tracks if the user clicks on the sign-up page. Then,
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in the notation from Theorem 3.2, 𝑀 = 1 and 𝑚 = 1∕0.5 = 2. Finally, suppose the ground truth is that each user
has a 0.15 and 0.05 chance of clicking on the sign-up button for versions “A” and “B,” respectively; mathematically,
Pr(𝑌𝑖(0) = 1) = 0.15 and Pr(𝑌𝑖(1)) = 0.05 for all 𝑖. The average treatment effect is roughly -0.1. The left and right
panels of Figure 2 show the confidence sequence from applying Theorem 3.2 on one simulated experimental data in the
aforementioned setting for 𝑁 = 500 and 𝑁 = 10, 000 units, respectively. The left panel shows that the analyst would
likely stop at the 210th individual because the confidence sequence shows a statistically significant negative treatment
effect (the first time the red contours do not overlap the black dotted line), mitigating further harm. However, the right
panel shows that the confidence width does not shrink despite a large 𝑁 = 10, 000, illustrating the aforementioned
limitations.

4 Design-based asymptotic confidence sequences

We now improve the design-based non-asymptotic confidence sequence introduced in Section 3.2 by relaxing assump-
tions and obtaining an asymptotically valid confidence sequence. Asymptotic confidence sequences were first intro-
duced by (Waudby-Smith et al., 2021), and we extend their work to the design-based framework.

4.1 Asymptotic confidence sequence

Informally, asymptotic confidence sequences are valid confidence sequences after a “sufficiently large” time. Although
this may worry practitioners since confidence sequences, by definition, should have valid coverage at all times (in-
cluding early times), we show through simulations in Section 7 that the empirical coverage remains robust in practice
because the confidence sequence width for early times is wide in part due to our upper bound variance estimator.
Definition 4.1 (Asymptotic Confidence Sequences). We say that (�̂�𝑖±𝑉𝑖) is a two-sided (1−𝛼) asymptotic confidence
sequence for a target parameter 𝜇𝑖 if there exists a non-asymptotic confidence sequence (�̂�𝑖 ± 𝑉𝑖) for 𝜇𝑖 such that

𝑉𝑡
𝑉𝑡

𝑎.𝑠.
←←←←←←←←←←←←←→ 1. (6)

Furthermore, we say 𝑉𝑡 has an approximation rate 𝑅 if 𝑉𝑡 − 𝑉𝑡 = 𝑂𝑎.𝑠.(𝑅), where 𝑅 can be interpreted as how fast the
approximation error 𝑉𝑡 − 𝑉𝑡 is decreasing.

To readers familiar with asymptotic confidence intervals, the above definition may be puzzling. To give some
intuition, the idea of “couplings” has been used in the literature of strong approximations and invariance principals
(Einmahl, 1987; Komlos, Major and Tusnády, 1976) to formally define asymptotic confidence intervals. This litera-
ture defines a (1 − 𝛼) asymptotic confidence interval if there exists a non-asymptotic (unknown) confidence interval
centered at the same statistic such that the difference between this non-asymptotic and asymptotic confidence interval
is negligible asymptotically. Equation (6) captures the same notion except we replace all convergence statement with
almost-sure convergence to satisfy the time uniform guarantee required of confidence sequences.2 Throughout the rest
of the paper (including the appendix), we omit subscript “a.s.” from 𝑜𝑎.𝑠.(.) and 𝑂𝑎.𝑠.(.) to simplify notation.

2This is further discussed and proven in Appendix C.4 of (Waudby-Smith et al., 2021)
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4.2 Design-based asymptotic confidence sequence for the ATE

We now state one of the main result of our paper, namely that we can construct asymptotically valid confidence se-
quences for 𝜏𝑁 using 𝜏𝑖 and our estimated variance �̂�2𝑖 . Before stating the theorem, we require one additional assumption
so that our variance is well-behaved and does not vanish in the limit to allow for asymptotic approximations.

Assumption 3 (None Vanishing Variance). In Appendix A, we show that Var(𝜏𝑖) ≤ 𝜎2𝑖 , where

𝜎2𝑖 =
𝑌𝑖(1)2

𝑝𝑖(1)
+

𝑌𝑖(0)2

𝑝𝑖(0)
. (7)

We say Assumption 3 holds if
1

∑𝑛
𝑖=1 𝜎

2
𝑖

= 𝑜(1) ⟺ �̃�𝑛 ∶=
𝑛
∑

𝑖=1
𝜎2𝑖

𝑛→∞
←←←←←←←←←←←←←←←←←←←←←→ ∞ almost surely.

Assumption 3 holds if 1
𝑛 �̃�𝑛

𝑎.𝑠.
←←←←←←←←←←←←←→ 𝜎2∗ or if 𝜎21 = 𝜎22 = ⋯ = 𝜎2𝑁 . Informally, Assumption 3 is satisfied as long as the

potential outcomes do not vanish to zero as time grows. Conversely, one way Assumption 3 does not hold is if the
response of all the users arriving over time suddenly vanish to zero after a certain time. We believe this is unlikely in
practice.

Theorem 4.1 (Design-based Asymptotic Confidence Sequence for the ATE). Assume the same setting as that in The-
orem 3.2, where additionally Assumption 3 is satisfied. Then,

1
𝑛

𝑛
∑

𝑖=1
𝜏𝑖 ±

1
𝑛

√

√

√

√

𝑆𝑛𝜂2 + 1
𝜂2

log

(

𝑆𝑛𝜂2 + 1
𝛼2

)

forms a valid (1 − 𝛼) asymptotic confidence sequence for the average treatment effect 𝜏𝑛 with approximation rate
𝑜
(

√

�̃�𝑛 log �̃�𝑛∕𝑛
)

for any pre-specified constant 𝜂 > 0.

The proof is in Appendix D and follows from using strong martingale difference sequence approximation, con-
structing a martingale from the limiting Gaussian distribution, and plugging in a consistent variance estimator. The
key difference between this result and Theorem 3.2 is that the confidence width scales approximately (ignoring log
terms) as 𝑂(

√

𝑆𝑛∕𝑛) as opposed to 𝑂(𝑆𝑛∕𝑛). In contrast to the non-asymptotic confidence sequence presented in Sec-
tion 3, the confidence width has no expressions related to 𝑝𝑚𝑖𝑛 or 𝑀 , thus making it a fully general result. Ignoring
constant terms, Theorem 4.1 also shows that the width scales similar to a confidence interval, which usually scales as
𝑂(

√

𝑆𝑛∕𝑛). However, the confidence sequence has an extra log penalty term to achieve the necessary time-uniform
guarantees (see Section 7.2 for simulations comparing confidence intervals and sequences).

Lastly, 𝜂 is a tuning parameter typically chosen by the analyst to minimize the confidence width at a certain fixed
time. Given �̃�𝑛 and 𝑛, the confidence width can be minimized for a choice of 𝜂, and we give a closed form expression for
the minimum in Appendix E. Although the choice of 𝜂 can impact the confidence sequence especially at the beginning
when sample size is small, the choice of 𝜂 becomes less significant as more data arrives. Consequently, for all examples
and simulations we choose 𝜂 so that the width is minimized at time 10 or, equivalently, the 10th individual since the
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Figure 3: Online Experimentation Continued (Example 1). The setting is identical to that of Figure 2 except the red contours show
the lower and upper confidence sequence as units enter in the experiment at 𝛼 = 0.05 using the design-based asymptotic confidence
sequences in Theorem 4.1.

confidence sequence width is the largest at early times. For practitioners who do not want to calculate 𝜂, we also
recommend using the same 𝜂 we do throughout the paper, i.e, 𝜂 ≈ 0.77. We now return to Example 1 to illustrate
Theorem 4.1.

Example 2 (Online Experimentation Continued). Suppose the same setting as that presented in Example 1. Figure 3
shows the confidence sequence from applying Theorem 4.1 on the same simulated experimental data in the afore-
mentioned setting for 𝑁 = 500 and 𝑁 = 10, 000 units. The left panel shows the analyst would likely terminate the
experiment at approximately the 200th unit. Although the left panel of Figure 3 is not substantially different than the
left panel of Figure 2 (largely because 𝑚 is not extreme due to the binary outcomes), the right panel shows that the
confidence sequence width shrinks to zero unlike the confidence sequence in the right panel of Figure 2.

4.3 Dynamic updating and bandit setting

We now extend the previous confidence sequence when the treatment assignments are adaptive based on previous data.
This now allows us to tackle the common bandit settings, where an agent is typically tasked to maximize reward and
pull the next arm as a function of all the previous treatment assignments (Slivkins, 2019; Sutton and Barto, 2018).

To formalize this, we define the adaptive probability assignments the following way with the same positivity
assumption.

Assumption 4 (Adaptive Probabilistic Treatment Assignment). For every 𝑖 ≥ 1 and 𝑤 ∈ {0, 1},

0 < 𝑝𝑖∣𝑖−1(𝑤) ∶= Pr(𝑊𝑖 = 𝑤 ∣ 𝑖−1) < 1.

We also require the limiting adaptive probability 𝑝∞(𝑤) to be bounded away from zero or one. This is often a “stricter”
assumption for multi-arm bandits as many adaptive algorithms such as Thompson Sampling (Thompson, 1933; Russo,
2020) make the adaptive probabilities converge to one or zero. To solve this concern, we recommend practitioners to
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use a mixture of a uniform explore policy and an adaptive exploit policy, e.g., assigning an epsilon mixture weight to
the uniform explore policy ensures the propensity scores are bounded.

We next redefine 𝜏𝑖, �̂�𝑖 to incorporate this new adaptive probability with the following notation.

𝜏𝑖∣𝑖−1 ∶=
1{𝑊𝑖 = 1}𝑌𝑖

𝑝𝑖∣𝑖−1(1)
−
1{𝑊𝑖 = 0}𝑌𝑖

𝑝𝑖∣𝑖−1(0)
, �̂�2𝑖∣𝑖−1 ∶=

1{𝑊𝑖 = 1}𝑌 2
𝑖

𝑝𝑖∣𝑖−1(1)2
+
1{𝑊𝑖 = 0}𝑌 2

𝑖

𝑝𝑖∣𝑖−1(0)2
.

Similar to Assumption 3, we assume the variance based on the new adaptive probabilities do not vanish.

Assumption 5 (None Vanishing Variance in Dynamic Settings). Let Var(𝜏𝑖∣𝑖−1 ∣ 𝑖−1) ≤ 𝜎2𝑖∣𝑖−1, where 𝜎2𝑖∣𝑖−1 is identical
to Equation (7) except 𝑝𝑖(𝑤) is replaced with the adaptive probability assignments. Then we assume that

1
∑𝑛

𝑖=1 𝜎
2
𝑖∣𝑖−1

= 𝑜(1) ⟺ �̃�𝑛∣𝑛−1 ∶=
𝑛
∑

𝑖=1
𝜎2𝑖∣𝑖−1

𝑛→∞
←←←←←←←←←←←←←←←←←←←←←→ ∞ almost surely.

With these new definitions and assumptions, we directly extend Theorem 4.1 for the bandit setting with the following
corollary that is proved in Appendix D.

Corollary 4.1 (Design-based Asymptotic Confidence Sequences for Bandit Settings). Suppose (non-independent)
{𝑊𝑖, 𝑌𝑖}𝑁𝑖=1 are observed for arbitrary data dependent stopping time 𝑁 , where Assumptions 2, 4, and 5 are satisfied.
Let 𝑆𝑛∣𝑛−1 ∶=

∑𝑛
𝑖=1 �̂�

2
𝑖∣𝑖−1. Then,

1
𝑛

𝑛
∑

𝑖=1
𝜏𝑖∣𝑖−1 ±

1
𝑛

√

√

√

√

𝑆𝑛∣𝑛−1𝜂2 + 1

𝜂2
log

(

𝑆𝑛∣𝑛−1𝜂2 + 1

𝛼2

)

forms a valid (1 − 𝛼) asymptotic confidence sequence for the average treatment effect 𝜏𝑛 with approximation rate
𝑜
(

√

�̃�𝑛∣𝑛−1 log �̃�𝑛∣𝑛−1∕𝑛
)

for any pre-specified constant 𝜂 > 0.

The confidence width in Corollary 4.1 has all the same benefits as those enjoyed by the confidence width in Theorem 4.1.
For example, it does not depend on any hyperparameters of the data (𝑀,𝑝𝑚𝑖𝑛) and the width also asymptotically shrinks
to zero.

Example 3 (Two Arm Bandit). Suppose for simplicity the two-arm bandit problem, where an agent pulls either arm
A (control) or arm B (treatment). Suppose the rewards under arms A and B have distributions 𝑁(1, 1) and 𝑁(2, 1),
respectively. Consider the following adaptive probabilities for the 𝑛th individual

𝑝𝑛∣𝑛−1(1) =
𝑌1,𝑛−1

𝑌1,𝑛−1 + 𝑌0,𝑛−1
, 𝑛 > 10

and 𝑝𝑛∣𝑛−1(0) = 1−𝑝𝑛∣𝑛−1(1), where 𝑌1,𝑛−1 is the sample mean of arm B using the realized samples for 𝑖 = 1, 2,… , 𝑛−1

and 𝑌0,𝑛−1 is defined similarly. In other words, the agent upweights the arm that produce a higher mean reward based
on the sample means. Lastly, the agent flips a fair coin for the first ten time periods (exploration period). Figure 4
shows that even under adaptively sampled data, our confidence sequence tightens to the desired truth. For this case, the
agent would likely terminate the experiment at approximately 𝑛 = 150 because the reward from arm 𝐵 is statistically
significantly higher than the reward from arm 𝐴.
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Figure 4: Two Arm Bandit (Example 3). The red contours show the lower and upper confidence sequence as the agent pulls each
arm adaptively at 𝛼 = 0.05 using Corollary 4.1. The horizontal red dotted line represent the true mean difference of the rewards and
the black horizontal dotted line represents the zero (null) line.

5 Extensions to time series experiments and panel data

We now extend our confidence sequences to time series experiments where a single unit, as opposed to different indi-
viduals, receives multiple treatments over time with potential carryover effects (that is, past treatments impact current
outcomes). We then further generalize our results to the panel data experiments, where we have time series experiments
for all 𝑁 units. The panel data setting is especially common for many organizations where they randomly assign 𝑁

customers to treatment and control and observe them over time.

5.1 Time series experiments with carryover effects

We begin by changing notation by using subscript time 𝑡 instead of unit 𝑖, e.g., 𝑌𝑡, so readers can conceptually understand
that we are now in a time series setting. In this setting, there are often strong carryover effects, i.e., the potential outcome
is not only a function of its current treatment assignment but of the whole treatment assignment path 𝑌𝑡(𝑤1, 𝑤2,… , 𝑤𝑡).
For example, organizations such as Uber and Lyft use switchback experiments to employ a different algorithm (𝑊𝑡) at
each time 𝑡 and the potential outcome may depend on the previous treatment paths (Bojinov, Simchi-Levi and Zhao,
2020; Farronato, MacCormack and Mehta, 2018; Aronow et al., 2020; Toulis and Kao, 2013). Consequently, we
weaken the no-interference assumption for potential outcomes and build confidence sequences for causal effects that
account for carryover effects.

For any random variable 𝑂𝑡, we first denote 𝑂1∶𝑡 = (𝑂1, 𝑂2,… , 𝑂𝑡), thus 𝑊1∶𝑡 denotes the vector of treatment
paths up to time 𝑡 and 𝑤1∶𝑡 is a realization of the random variable 𝑊1∶𝑡. We allow our potential outcomes to be
dependent on all the treatment assignment path by writing 𝑌𝑡(𝑤1∶𝑡), where we assume that the potential outcome at
time 𝑡 does not depend on future treatment assignments. Our observed outcome is 𝑌𝑡 = 𝑌𝑡(𝑤𝑜𝑏𝑠

1∶𝑡), where 𝑤𝑜𝑏𝑠
1∶𝑡 is our

observed treatment assignment path. We then denote the entire collection of potential outcomes up to time 𝑡 as

𝑌1∶𝑡(∙) = {𝑌1(∙), 𝑌2(∙),… , 𝑌𝑡(∙)},
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where 𝑌𝑡(∙) = {𝑌𝑡(𝑤1∶𝑡) ∶ 𝑤1∶𝑡 ∈ {0, 1}𝑡} denotes the entire possible collection of potential outcome at time 𝑡. As
similarly done before, the design-based approach conditions on 𝑌𝑡(∙) for all 𝑡. Unfortunately, the number of potential
outcomes grow exponentially with 𝑡, thus we focus on the contemporaneous causal effect that is a function of our
observed treatment path.

Definition 5.1 (Contemporaneous Causal Effect).

𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)) ∶= 𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1) − 𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0),

Definition 5.1 captures the contemporaneous treatment effect (CTE) had the unit received treatment at time 𝑡 con-
ditioning on our past treatment path. We specifically define the causal estimand as a function of our observed treatment
path to show that our causal estimand changes as a function of our treatment path. Defining the treatment effect in this
way is similar to focusing on the average effect on the treated, which is a widely accepted causal estimand (Imbens
and Rubin, 2015) (see Section 3.3 of (Bojinov and Shephard, 2019) for further discussions of Definition 5.1). We have
that 𝜏𝑡∣𝑡−1, �̂�2𝑡∣𝑡−1 are still (conditionally) unbiased estimators for 𝜏𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1)) and the (upper bound) variance of 𝜏𝑡∣𝑡−1,
respectively.

Lemma 5.1 (Mean and variance). Under Assumption 1, we have that 𝐸(𝜏𝑡 ∣ 𝑡−1) = 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)) and that Var(𝜏𝑡∣𝑡−1 ∣

𝑡−1) ≤ 𝐸(�̂�𝑡∣𝑡−1 ∣ 𝑡−1), where with a slight abuse of notation 𝑡−1 is the sigma algebra containing all possible
potential outcomes 𝑌1∶𝑇 (∙) and observed data {𝑊𝑗 , 𝑌𝑗}𝑡−1𝑗=1 up to time 𝑡 − 1.

The proof is provided in Appendix A. Like Assumption 2, we similarly assume these new potential outcomes (with
potential carryover effects) are bounded.

Assumption 6 (Bounded Potential Outcomes Under Carryover Effects).

|𝑌𝑡(𝑤1∶𝑡)| ≤ 𝑀

for all 𝑡 and any 𝑤1∶𝑡 ∈ {0, 1}𝑡, where 𝑀 ∈ ℝ.

Theorem 5.2 (Design-based Asymptotic Confidence Sequences for the Contemporaneous Treatment Effect with Carry-
over Effects). Suppose {𝑊𝑡, 𝑌𝑡}𝑇𝑡=1 are observed for arbitrary data dependent stopping time 𝑇 , where Assumptions 4- 63

are satisfied. Denote 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)) ∶=

1
𝑡
∑𝑡

𝑗=1 𝜏𝑗(𝑤
𝑜𝑏𝑠
1∶(𝑗−1)) as the running mean of the contemporaneous treatment effect.

Then,
1
𝑡

𝑡
∑

𝑗=1
𝜏𝑗∣𝑗−1 ±

1
𝑡

√

√

√

√

𝑆𝑡∣𝑡−1𝜂2 + 1

𝜂2
log

(

𝑆𝑡∣𝑡−1𝜂2 + 1

𝛼2

)

forms a valid (1−𝛼) asymptotic confidence sequence for 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)) with approximation rate 𝑜

(

√

�̃�𝑡∣𝑡−1 log �̃�𝑡∣𝑡−1∕𝑡
)

for any pre-specified constant 𝜂 > 0, where 𝑆𝑡∣𝑡−1 is defined in Corollary 4.1.
3In Assumptions 4- 6 all statements are respect to filtration defined in Lemma 5.1 and subscript 𝑖 is replaced with 𝑡.
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Figure 5: Novelty Effect of Message Alerting Treatment (Example 4). The red contours show the lower and upper confidence
sequence for the time varying novelty treatment effect of message alerts at 𝛼 = 0.05 using Theorem 5.2. The red dotted line
represents the true time varying treatment effect that diminishes to zero and the black horizontal dotted line represents the zero
(null) line.

The confidence sequence in Theorem 5.2 is identical to that in Corollary 4.1 except the confidence sequence covers
the running mean of the contemporaneous treatment effect as opposed to the average treatment effect and the notation
is defined with respect to 𝑡 as opposed to 𝑖 to conceptually illustrate the different settings. The proof is in Appendix D,
where this proof proves all asymptotic design-based confidence sequences provided in this paper. For example, Theo-
rem 4.1 can be recovered by assuming that all treatment assignments are independent and there are no carryover effects.
Corollary 4.1 can also be recovered by assuming away carryover effects. We choose to present it this way so that readers
can understand the wide variety of problems our confidence sequence can tackle. Lastly, although all examples thus far
have considered stationary treatment effects, i.e., treatment effects that do not vary by time, our confidence sequences
can cover time varying causal effects. We demonstrate this in the following example.

Example 4 (Novelty Effect of Message Alerting Treatment). Suppose at each time 𝑡 the treatment is to alert the one
user in our study with a message to engage with a product. Suppose the user’s engagement increases substantially
in the beginning based on the new treatment but the treatment effect diminishes over time (to zero) because the user
has grown used to the treatment (often known as novelty effect). Furthermore, we assume that the message alerting
treatment is only effective if the user did not receive a message alert at the previous time. Formally, we have that

𝑌𝑡(𝑤𝑡−1 = 0, 𝑤𝑡 = 1) = 𝑌𝑡(𝑤𝑡−1 = 0, 𝑤𝑡 = 0) + 500∕
√

𝑡

and 𝑌𝑡(𝑤𝑡−1 = 0, 𝑤𝑡 = 0) = 𝑌𝑡(𝑤𝑡−1 = 1, 𝑤𝑡 = 0) = 𝑌𝑡(𝑤𝑡−1 = 1, 𝑤𝑡 = 1) ∼ 𝑁(25, 102). We exaggerate the initial
treatment effect to start at 500, which decreases with order 1∕√𝑡, to clearly show the time varying effect. Figure 5 shows
that the confidence sequence uniformly covers the true time varying running mean of the contemporaneous treatment
effect (in red) at all times. Although the analyst would reject the null effect at approximately 𝑡 = 200, the analyst would
also see a diminishing time varying treatment effect had the analyst suspected a novelty effect and continued running
the experiment.
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5.2 Panel data setting

5.2.1 Setting and notation

The above theorems and results are in the context of time series experiment. In practice, many organizations run
multiple time series experiments for all 𝑛 fixed units, where we observe multiple responses 𝑌𝑖,𝑡 for each unit 𝑖 =

1, 2,… , 𝑛 (Bojinov, Rambachan and Shephard, 2021). In this setting, we also observe the treatment assignment 𝑊𝑖,𝑡

for each unit 𝑖 across time 𝑡, where as before 𝑤𝑖,𝑡 is a realization of this random variable and 𝑤𝑖,1∶𝑡 denotes the entire
treatment path for unit 𝑖 until time 𝑡. Although our above setting allows for any general carryover effects, in this setting
we assume that each unit’s potential outcome is only a function of its own treatment assignment path. More formally,
Assumption 7 (Independence of Potential Outcome Across Units). 𝑌𝑖,𝑡(𝑤−𝑖,1∶𝑡, 𝑤𝑖,1∶𝑡) = 𝑌𝑖,𝑡(𝑤′

−𝑖,1∶𝑡, 𝑤𝑖,1∶𝑡) for all
𝑤−𝑖,1∶𝑡, 𝑤′

−𝑖,1∶𝑡, 𝑖 = 1, 2,… , 𝑛, and 𝑡 = 1, 2,… , 𝑇 , where 𝑤−𝑖,1∶𝑡 denotes the treatment assignment paths for all units
up to time 𝑡 except unit 𝑖.

Concretely, Assumption 7 states that one Netflix member’s treatment does not impact another, likely disconnected,
Netflix member’s outcome. This would be violated, for example, if units in the experiment communicate about their
Netflix experience to each other. This assumption allows us to denote each unit’s potential outcome as 𝑌𝑖,𝑡(𝑤𝑖,1∶𝑡),
where we again assume the potential outcome is also not a function of the future treatment assignments. As before, we
denote the entire collection of potential outcome for all units at time 𝑡 as

𝑌𝑛,𝑡(∙) = {𝑌1,𝑡(𝑤1,1∶𝑡), 𝑌2,𝑡(𝑤2,1∶𝑡),… , 𝑌𝑛,𝑡(𝑤𝑛,1∶𝑡) ∶ 𝑤𝑖,1∶𝑡 ∈ {0, 1}𝑡}

and consequently define the entire collection of potential outcome for all units up to time 𝑡 as 𝑌𝑛,1∶𝑡(∙) = {𝑌𝑛,1(∙), 𝑌𝑛,2(∙),… , 𝑌𝑛,𝑡(∙)}.
The new filtration 𝑛,𝑡 denotes the sigma algebra containing the information set of all treatment assignment 𝑊𝑖,1∶𝑡

and observed outcome 𝑌𝑖,𝑡 up to time 𝑡 for all units 𝑖. Furthermore, the filtration always contains the entire potential
outcome set 𝑌𝑛,1∶𝑇 (∙). Similar to Assumptions 4 and 6, we assume all the potential outcomes are bounded and the
treatment assignments are bounded away from zero or one, which we now state under one assumption.
Assumption 8 (Bounded Potential Outcomes and Treatment Assignment in Panel Data Setting).

|𝑌𝑖,𝑡(𝑤𝑖,1∶𝑡)| ≤ 𝑀, 0 < 𝑝𝑖,𝑡∣𝑡−1(𝑤) ∶= Pr(𝑊𝑖,𝑡 = 𝑤 ∣ 𝑛,𝑡−1) < 1,

for 𝑀 ∈ ℝ, all 𝑖 = 1, 2,… , 𝑛, 𝑡 = 1, 2,… , 𝑇 , and 𝑤𝑖,1∶𝑡 ∈ {0, 1}𝑡.
Assumption 8 allows the experimenter to adapt the treatment assignments for unit 𝑖 not only as a function of the

previous unit 𝑖’s treatment assignment and response but also all the other units’ treatment assignment and response.
Lastly, since we have multiple users 𝑛, our causal estimand changes to the contemporaneous treatment effect averaged
over 𝑛 units.

𝜏𝑛,𝑡(𝑤𝑜𝑏𝑠
1∶𝑛,1∶(𝑡−1)) ∶=

1
𝑛

𝑛
∑

𝑖=1
𝑌𝑖,𝑡(𝑤𝑜𝑏𝑠

𝑖,1∶(𝑡−1), 1) − 𝑌𝑖,𝑡(𝑤𝑜𝑏𝑠
𝑖,1∶(𝑡−1), 0), (8)

where 𝑤𝑜𝑏𝑠
1∶𝑛,1∶(𝑡−1) denotes the entire observed treatment path for all units 𝑖 = 1, 2,… , 𝑛 up to time 𝑡−1. As a reminder,

all causal estimands in Equation (8) and Definition 5.1 also capture quantities directly related to the experimental
sample, allowing managers to perform efficient risk mitigation.
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5.2.2 Aggregation

One naive, but powerful, approach to sequentially test for 𝜏𝑛,𝑡(𝑤𝑜𝑏𝑠
1∶𝑛,1∶(𝑡−1)) is to simply “stack” or aggregate the data

and pretend there is one single time series of 𝑛𝑇 observations.
To illustrate this, consider our full panel data matrix

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑌1,1 𝑌1,2 … 𝑌1,𝑇
𝑌2,1 𝑌2,2 … 𝑌2,𝑇
⋮ ⋮ ⋮ ⋮

𝑌𝑛,1 𝑌𝑛,2 … 𝑌𝑛,𝑇

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Time

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

Units

where the rows denote time horizon and the columns denote the 𝑛 units. At each time 𝑡, we observe the 𝑡th column
of the above matrix. The naive aggregation method concatenates all columns from the above matrix into one row and
pretends the data comes from one time series

(𝑌1,1,… , 𝑌𝑛,1
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

𝑡=1

, 𝑌1,2,… , 𝑌𝑛,2
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

𝑡=2

,… , 𝑌1,𝑇 ,… , 𝑌𝑛,𝑇
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

𝑡=𝑇

).

With this aggregation, we observe 𝑡 = 1, 2,… , 𝑛𝑇 time points and apply Theorem 5.2 on the above aggregated time
series. Because at each time 𝑡 we simultaneously observe 𝑛 observations, the width of the confidence sequence further
decreases with 𝑛. Since many organizations typically have large number of experimental units, the confidence sequence
width can be small even at very early times 𝑡 and the asymptotics more credible. To formalize this, we further denote
the aggregated causal estimates and variance estimates as

𝜏∙,𝑡∣𝑡−1 =
1
𝑛

𝑛
∑

𝑖=1
𝜏𝑖,𝑡∣𝑡−1, �̂�2∙,𝑡∣𝑡−1 =

𝑛
∑

𝑖=1
�̂�2𝑖,𝑡∣𝑡−1,

respectively, where

𝜏𝑖,𝑡∣𝑡−1 ∶=
1{𝑊𝑖,𝑡 = 1}𝑌𝑖,𝑡

𝑝𝑖,𝑡∣𝑡−1(1)
−
1{𝑊𝑖,𝑡 = 0}𝑌𝑖,𝑡

𝑝𝑖,𝑡∣𝑡−1(0)
, �̂�2𝑖,𝑡∣𝑡−1 ∶=

1{𝑊𝑖,𝑡 = 1}𝑌 2
𝑖,𝑡

𝑝𝑖,𝑡∣𝑡−1(1)2
+
1{𝑊𝑖,𝑡 = 0}𝑌 2

𝑖,𝑡

𝑝𝑖,𝑡∣𝑡−1(0)2

are the corresponding individual level counterparts of 𝜏𝑡∣𝑡−1 and �̂�𝑡∣𝑡−1, respectively. Finally, we also have the corre-
sponding assumption for Assumption 5.

Assumption 9 (None Vanishing Variance for Panel Data Setting). Let Var(𝜏𝑖,𝑡∣𝑡−1 ∣ 𝑛,𝑡−1) ≤ 𝜎2𝑖,𝑡∣𝑡−1, where 𝜎2𝑖,𝑡∣𝑡−1 is
equivalent to 𝜎2𝑡∣𝑡−1 (defined in Assumption 5) except it is defined for individual level potential outcomes and adaptive
probability assignments. Then we assume that

1
∑𝑡

𝑗=1 𝜎
2
∙,𝑗∣𝑗−1

= 𝑜(1) ⟺ �̃�∙,𝑡∣𝑡−1 ∶=
𝑡

∑

𝑗=1
𝜎2∙,𝑗∣𝑗−1

𝑡→∞
←←←←←←←←←←←←←←←←←←←→ ∞ almost surely,

where 𝜎2∙,𝑡∣𝑡−1 =
∑𝑛

𝑖=1 𝜎
2
𝑖,𝑡∣𝑡−1.
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Theorem 5.3 (Design-Based Confidence Sequence for the Average Contemporaneous Treatment Effect for Panel Data).
Suppose {𝑊𝑖,𝑡, 𝑌𝑖,𝑡}𝑖,𝑡 are observed for all units 𝑖 = 1, 2,… , 𝑛 and 𝑡 = 1, 2,… , 𝑇 for any arbitrary data dependent
stopping time 𝑇 , where Assumptions 7-9 are satisfied. Denote 𝜏𝑛,𝑡(𝑤𝑜𝑏𝑠

1∶𝑛,1∶(𝑡−1)) ∶= 1
𝑡
∑𝑡

𝑗=1 𝜏𝑛,𝑗(𝑤
𝑜𝑏𝑠
1∶𝑛,1∶(𝑗−1)) as the

running mean for the average contemporaneous treatment effect defined in Equation (8) and 𝑆∙,𝑡∣𝑡−1 ∶=
∑𝑡

𝑗=1 �̂�
2
∙,𝑗∣𝑗−1.

Then,
1
𝑡

𝑡
∑

𝑗=1
𝜏∙,𝑗∣𝑗−1 ±

1
𝑡𝑛

√

√

√

√

𝑆∙,𝑡∣𝑡−1𝜂2 + 1

𝜂2
log

(

𝑆∙,𝑡∣𝑡−1𝜂2 + 1

𝛼2

)

forms a valid (1 − 𝛼) asymptotic confidence sequence for 𝜏𝑛,𝑡(𝑤𝑜𝑏𝑠
1∶𝑛,1∶(𝑡−1)) with approximation rate

𝑜
(

√

�̃�∙,𝑡∣𝑡−1 log �̃�∙,𝑡∣𝑡−1∕𝑡𝑛
)

and for any pre-specified constant 𝜂 > 0.

The proof is omitted because under the stated assumptions it is identical to that of Theorem 5.2 replacing time with
𝑡 = 1, 2,… , 𝑛𝑇 and stacking the panel data into one time series. Theorem 5.3 shows that our confidence sequence
width further decrease with 1∕𝑛.

One advantage of the aggregation approach is that it can also account for units that enter the experiment at different
times. Although for clarity we present the results when there are exactly the same 𝑛 units at each time 𝑡, our method
also accommodates staggered adoption when the total number of units 𝑛 are different at each time 𝑡, i.e., units can both
be entering and leaving at any time point 𝑡. In such a case the causal estimand will also consequently change according
to the different units that enter and exit. We present an example using Theorem 5.3 in Example 5.

6 Variance reduction technique via proxy outcomes

In the previous sections, our confidence sequences were constructed with estimators that only leverage the observed
treatment and outcomes. In practice, there may be available covariates 𝑋 or prior information that an analyst can
leverage to further reduce the confidence sequence width through the use of proxy outcomes.

Note that, although we present our results in the time series and panel experiment setting, they immediately apply
to the independent units setting studied in Section 4.

6.1 Proxy outcomes in single time series experiment

We first illustrate how to incorporate covariates in the general case for the single time series experiment (Section 5.1).
We first denote 𝑓𝑡(𝑋1∶𝑇 , 𝑌1∶(𝑡−1),𝑊1∶(𝑡−1)) to be the prediction for 𝑌𝑡 using any available covariate information 𝑋1∶𝑇 =

(𝑋1, 𝑋2,… , 𝑋𝑇 ) (each 𝑋𝑡 may be multi-dimensional) and our previous data (𝑊 ,𝑌 ) until time 𝑡 − 1. For brevity, we
define 𝑌𝑡∣𝑡−1 ∶= 𝑓𝑡(𝑋1∶𝑇 , 𝑌1∶(𝑡−1),𝑊1∶(𝑡−1)). Since our prediction is based only on a function of our filtration 𝑋,𝑡−1,
defined by enriching 𝑡−1 to include the information set for all covariate 𝑋1∶𝑇 , (Bojinov and Shephard, 2019) defines
𝑌𝑡∣𝑡−1 as a “time series proxy outcome”.

The prediction 𝑌𝑡∣𝑡−1 and the filtration are functions of all covariate information 𝑋1∶𝑇 , including covariate infor-
mation not necessarily available at time 𝑡 < 𝑇 . We present it this way to clarify two points. First, in scenarios such
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as Example 1, where the experiment involves 𝑁 users, the covariate information for all the users may be known be-
forehand. For instance, in member-based experiments, the analyst may have access to the covariates of the existing
members before the beginning of the experiment. In such cases, conditioning the covariates for all members at any
time 𝑡 accurately reflects the aforementioned scenario. Second, there may be cases where the covariates change over
time or the experiment’s units are not initially known, such as in new member experiments. In such situations, the
analyst may still want to use 𝑋𝑡 to create the prediction 𝑌𝑡 for 𝑌𝑡 To allow this, we allow both the prediction and the
filtration to condition on all 𝑋𝑡, including the future, similar to how we always condition on all the potential outcomes.
In practice, however, the analyst will typically only leverage the available covariates, 𝑋1∶𝑡, for predicting 𝑌𝑡 at time 𝑡.

Using this proxy outcome, our causal estimand in Definition 5.1 can be rewritten as,

𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)) = {𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1) − 𝑌𝑡∣𝑡−1} − {𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0) − 𝑌𝑡∣𝑡−1}.

Using the above formulation, the corresponding estimator using the proxy outcome is

𝜏𝑋𝑡∣𝑡−1 ∶=
1{𝑊𝑡 = 1}{𝑌𝑡 − 𝑌𝑡∣𝑡−1}

𝑝𝑡∣𝑡−1(1)
−
1{𝑊𝑡 = 0}{𝑌𝑡 − 𝑌𝑡∣𝑡−1}

𝑝𝑡∣𝑡−1(0)
, (9)

with a similar upper-bound estimate of the variance of

�̂�2𝑡∣𝑡−1 ∶=
1{𝑊𝑡 = 1}{𝑌𝑡 − 𝑌𝑡∣𝑡−1}2

𝑝𝑡∣𝑡−1(1)2
+
1{𝑊𝑡 = 0}{𝑌𝑡 − 𝑌𝑡∣𝑡−1}2

𝑝𝑡∣𝑡−1(0)2
, (10)

respectively. One can directly see that 𝜏𝑋𝑡∣𝑡−1 is again unbiased for 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)) conditional on𝑋,𝑡−1, where conditioning

on all the 𝑋1∶𝑇 does not harm our inference because 𝑌𝑡∣𝑡−1 still remains a constant conditional on the filtration (hence
the predictions are constructed only using past data without using current 𝑊𝑡). This allows the analyst to formally use
the proxy outcome 𝑌𝑡∣𝑡−1 to incorporate any machine learning algorithm or prior knowledge to reduce the variance.
This reduction is proportional to how small {𝑌𝑡 − 𝑌𝑡∣𝑡−1}2 is, i.e., how well the analyst can use the prior data to predict
the next response.

Furthermore, we can also allow treatment assignment probabilities 𝑝𝑡∣𝑡−1(𝑤), defined in Assumption 4, to depend
on the covariates since we always condition on 𝑋,𝑡−1. Lastly, we also require that the new variances with the proxy
outcome do not disappear and that the proxy outcomes do not output infinity so that our new outcome 𝑌𝑡−𝑌𝑡∣𝑡−1 remains
bounded.

Assumption 10 (None Vanishing Variance with Proxy Outcomes). Var(𝜏𝑋𝑡∣𝑡−1 ∣ 𝑋,𝑡−1) ≤ 𝛾2𝑡∣𝑡−1, where 𝛾2𝑡∣𝑡−1 is pro-
vided in Appendix A Equation (12) and similar to the expression in Equation (7) except we replace each potential
outcome in the numerator with 𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), ∙) − 𝑌𝑡∣𝑡−1. Then we assume that

1
∑𝑡

𝑗=1 𝛾
2
𝑗∣𝑗−1

= 𝑜(1) ⟺ �̃�𝑋
𝑡∣𝑡−1 ∶=

𝑡
∑

𝑗=1
𝛾2𝑗∣𝑗−1

𝑡→∞
←←←←←←←←←←←←←←←←←←←→ ∞ almost surely.

Further, we have that the predictions do not return infinity, i.e., |𝑌𝑡∣𝑡−1| ≤ 𝑀 ′ for all 𝑡 and 𝑀 ′ ∈ ℝ.
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Theorem 6.1 (Design-based Asymptotic Confidence Sequence Using Proxy Outcomes). Suppose {𝑊𝑡, 𝑌𝑡, 𝑋𝑡}𝑇𝑡=1 are
observed for arbitrary data dependent stopping time 𝑇 , where Assumptions 44, 6, and 10 are satisfied. Let 𝑆𝑋

𝑡∣𝑡−1 ∶=
∑𝑡

𝑗=1 �̂�
2
𝑗∣𝑗−1. Then,

1
𝑡

𝑡
∑

𝑗=1
𝜏𝑋𝑗∣𝑗−1 ±

1
𝑡

√

√

√

√

𝑆𝑋
𝑡∣𝑡−1𝜂

2 + 1

𝜂2
log

(

𝑆𝑋
𝑡∣𝑡−1𝜂

2 + 1

𝛼2

)

forms a valid (1 − 𝛼) asymptotic confidence sequence for the running mean of the contemporaneous treatment effect
𝜏𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1)) with approximation rate 𝑜
(√

�̃�𝑋
𝑡∣𝑡−1 log �̃�

𝑋
𝑡∣𝑡−1∕𝑡

)

for any pre-specified constant 𝜂 > 0.

The proof is omitted because the setting as well as the assumptions are identical to that of Theorem 5.2 except we
replace 𝑆𝑡∣𝑡−1 with 𝑆𝑋

𝑡∣𝑡−1 and introducing 𝑌 𝑋
𝑡∣𝑡−1 is equivalent to changing the (fixed) potential outcome 𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), ∙)

to a new constant 𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), ∙) − 𝑌 𝑋

𝑡∣𝑡−1. Since the entire proof always conditions on the filtration, the proof remains
identical. However, this difference allows the confidence sequence in Theorem 6.1 to incorporate covariates and other
prior information to potentially reduce the confidence sequence width. Furthermore, our covariates 𝑋𝑡 can contain
both pre-treatment covariates that do not evolve over time, e.g., user sex and race, browser and device type, etc., and
time varying covariates that can evolve over time (even as a function of previous treatment assignments making it a
post-treatment confounder). Additionally, even if there are no available covariates, one could still likely reduce variance
by using the sample mean of 𝑌1∶(𝑡−1) for 𝑌𝑡∣𝑡−1, thus making Theorem 6.1 a useful practical extension for many cases.

Although we present Theorem 6.1 in the general time series setting with carryover effects, the same variance
reduction technique also extends to non-time series setting in Theorem 4.1 and Corollary 4.1. In the aforementioned
setting, Theorem 6.1 would be identical except all expressions with subscript 𝑡 are replaced with 𝑛, allowing the proxy
outcome 𝑓𝑛∣𝑛−1 to instead predict the next user’s response as a function of all the previous data and available covariate
information.

6.2 Proxy outcomes in panel data setting

The variance reduction technique via proxy outcomes is most applicable in the panel data setting because we can
leverage common information shared across 𝑛 users (as opposed to only one user) to make predictions for the next time
point. Although generalizing the results in Section 6.1 to the panel data setting is straightforward, we formalize this
for completeness.

Starting in a similar fashion, we can rewrite the average contemporaneous treatment effect as

𝜏𝑛,𝑡(𝑤𝑜𝑏𝑠
1∶𝑛,1∶(𝑡−1)) =

{1
𝑛

𝑛
∑

𝑖=1
(𝑌𝑖,𝑡(𝑤𝑜𝑏𝑠

𝑖,1∶(𝑡−1), 1) − 𝑌𝑖,𝑡∣𝑡−1)
}

−
{1
𝑛

𝑛
∑

𝑖=1
(𝑌𝑖,𝑡(𝑤𝑜𝑏𝑠

𝑖,1∶(𝑡−1), 0) − 𝑌𝑖,𝑡∣𝑡−1)
}

,

where 𝑌𝑖,𝑡∣𝑡−1 is the prediction for the 𝑖th individual’s outcome at time 𝑡 as a function of {𝑊𝑖,1∶(𝑡−1), 𝑋𝑖,1∶𝑇 , 𝑌𝑖,1∶(𝑡−1)}𝑛𝑖=1
and 𝑋𝑖,𝑡 is the (multivariate) covariate value(s) for individual 𝑖 at time 𝑡. We denote 𝑋,𝑛,𝑡−1 as the sigma algebra
containing {𝑊𝑖,1∶(𝑡−1), 𝑋𝑖,1∶𝑇 , 𝑌𝑖,1∶(𝑡−1)}𝑛𝑖=1 and all potential outcomes for all 𝑛 units up to time 𝑇 .

4In Assumption 4, we allow our adaptive probability treatment assignments to adapt to the covariate values 𝑋 by replacing 𝑡−1

with 𝑋,𝑡−1 for this theorem.
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For the panel data setting, the corresponding estimators using the proxy outcome are

𝜏𝑋∙,𝑡∣𝑡−1 =
1
𝑛

𝑛
∑

𝑖=1
𝜏𝑋𝑖,𝑡∣𝑡−1, �̂�2∙,𝑡∣𝑡−1 =

𝑛
∑

𝑖=1
�̂�2𝑖,𝑡∣𝑡−1,

respectively, where

𝜏𝑋𝑖,𝑡∣𝑡−1 ∶=
1{𝑊𝑖,𝑡 = 1}{𝑌𝑖,𝑡 − 𝑌𝑖,𝑡∣𝑡−1}

𝑝𝑖,𝑡∣𝑡−1(1)
−
1{𝑊𝑖,𝑡 = 0}{𝑌𝑖,𝑡 − 𝑌𝑖,𝑡∣𝑡−1}

𝑝𝑖,𝑡∣𝑡−1(0)

�̂�2𝑖,𝑡∣𝑡−1 ∶=
1{𝑊𝑖,𝑡 = 1}{𝑌𝑖,𝑡 − 𝑌𝑖,𝑡∣𝑡−1}2

𝑝𝑖,𝑡∣𝑡−1(1)2
+
1{𝑊𝑖,𝑡 = 0}{𝑌𝑖,𝑡 − 𝑌𝑖,𝑡∣𝑡−1}2

𝑝𝑖,𝑡∣𝑡−1(0)2
.

Similar to Assumption 10, we have the following assumption.

Assumption 11 (None Vanishing Variance with Proxy Outcome Variances for Panel Data). Let Var(𝜏𝑋𝑖,𝑡∣𝑡−1 ∣ 𝑋,𝑛,𝑡−1) ≤

𝛾2𝑖,𝑡∣𝑡−1, where 𝛾2𝑖,𝑡∣𝑡−1 is equivalent to 𝛾2𝑡∣𝑡−1 (defined in Assumption 10) except for individual level potential outcomes
and adaptive probability assignments. Then we assume that

1
∑𝑡

𝑗=1 𝛾
2
∙,𝑗∣𝑗−1

= 𝑜(1) ⟺ �̃�𝑋
∙,𝑡∣𝑡−1 ∶=

𝑡
∑

𝑗=1
𝛾2∙,𝑗∣𝑗−1

𝑡→∞
←←←←←←←←←←←←←←←←←←←→ ∞ almost surely,

where 𝛾2∙,𝑡∣𝑡−1 =
∑𝑛

𝑖=1 𝛾
2
𝑖,𝑡∣𝑡−1. Further, we have that the predictions do not return infinity, i.e., |𝑌𝑖,𝑡∣𝑡−1| ≤ 𝑀 ′ for all 𝑖, 𝑡

and 𝑀 ′ ∈ ℝ.

Theorem 6.2 (Design-based Asymptotic Confidence Sequence Using Proxy Outcomes for Panel Data). Suppose
{𝑊𝑖,𝑡, 𝑌𝑖,𝑡, 𝑋𝑖,𝑡}𝑖,𝑡 are observed for arbitrary data dependent stopping time 𝑇 and 𝑖 = 1, 2,… , 𝑛 users, where Assump-
tions 7, 85, and 11 are satisfied. Let 𝑆𝑋

∙,𝑡∣𝑡−1 ∶=
∑𝑡

𝑗=1 �̂�
2
∙,𝑗∣𝑗−1. Then,

1
𝑡

𝑡
∑

𝑗=1
𝜏𝑋∙,𝑗∣𝑗−1 ±

1
𝑡𝑛

√

√

√

√

𝑆𝑋
∙,𝑡∣𝑡−1𝜂

2 + 1

𝜂2
log

(

𝑆𝑋
∙,𝑡∣𝑡−1𝜂

2 + 1

𝛼2

)

forms a valid (1 − 𝛼) asymptotic confidence sequence for the running mean of the average contemporaneous treatment
effect 𝜏𝑛,𝑡(𝑤𝑜𝑏𝑠

1∶𝑛,1∶(𝑡−1)) with approximation rate 𝑜
(√

�̃�𝑋
∙,𝑡∣𝑡−1 log �̃�

𝑋
∙,𝑡∣𝑡−1∕𝑡

)

for any pre-specified constant 𝜂 > 0.

Comparing Theorem 6.2 and Theorem 5.3, we see that we can again get a reduction in variance depending on how
small we can make {𝑌𝑖,𝑡 − 𝑌𝑖,𝑡∣𝑡−1}2, i.e., how well we can predict the next response for each individuals at every time
using past data. We end this section with an example demonstrating Theorem 5.3 and the consequent reduction in
variance we can get using Theorem 6.2.

Example 5 (Unit Varying Treatment Effects in Linear Models). Suppose that every individual has an engagement score
that is a function of the previous day’s engagement and covariate 𝑋. Further suppose that each user has a user-specific

5In Assumption 8, we further allow our adaptive probability treatment assignments to adapt to covariate values 𝑋 by replacing
𝑛,𝑡−1 with 𝑋,𝑛,𝑡−1 for this theorem.
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Figure 6: Unit Varying Treatment Effects in Linear Models (Example 5). The red contours show the lower and upper confidence
sequence for average treatment effect for the 20 individuals in our sample at 𝛼 = 0.05 using Theorem 5.3 (left panel) and Theorem 6.2
(right panel). The parameters for this example are 𝑛 = 20, 𝑇 = 100, 𝛽 = 1, 𝜌 = 0.5, 𝜇 = 20. The red dotted line represents the true
average treatment effect that diminishes to zero and the black horizontal dotted line represents the zero (null) line.

treatment effect. More formally,

𝑌𝑖,𝑡(0) = 𝜌𝑌𝑖,𝑡−1(0) + 𝛽𝑋𝑖 + 𝜖𝑖,𝑡, |𝜌| ≤ 1, 𝜖𝑖,𝑡
𝑖𝑖𝑑∼ 𝑁(0, 102)

𝑌𝑖,𝑡(1) = 𝑌𝑖,𝑡(0) + 𝜇𝑖, 𝜇𝑖 ∼ 𝑁(𝜇, 102)

𝑌𝑖,0
𝑖𝑖𝑑∼ 𝛽𝑋𝑖 + 𝜖𝑖,0, 𝑋𝑖

𝑖𝑖𝑑∼ 𝑁(25, 52), 𝑊𝑖,𝑡
𝑖𝑖𝑑∼ Bern(0.5) for all 𝑖, 𝑡

This scenario reflects a practical example where each unit may react differently to the treatment, but overall the treatment
effect changes the engagement level by 𝜇 on average. For simplicity, we use a time-invariant covariate 𝑋𝑖 that also
has a stationary relationship 𝛽 across time. Lastly, all examples thus far have assumed the potential outcomes come
from some independent distribution. Because the design-based approach conditions on the potential outcome, we can
allow for any arbitrary dependence. In this case, we demonstrate it for an AR(1) process, where each user’s current
engagement is only dependent on previous engagement. We set 𝑛 = 20, 𝑇 = 100, 𝛽 = 1, 𝜌 = 0.5, 𝜇 = 20 for this
example.

For the left panel of Figure 6, we build the confidence sequence using Theorem 5.3 by pretending we do not
observe 𝑋𝑖. For the right panel of Figure 6, we build the confidence sequence using Theorem 6.2, where 𝑌 𝑋

𝑖,𝑡∣𝑡−1 is the
predicted response from an ordinary least square regression of all responses 𝑌 on all covariates 𝑋 available at time 𝑡.
Consequently, as 𝑡 grows, 𝛽 becomes more accurate, allowing a reduction in variance proportional to (𝛽𝑋𝑖)2. Figure 6
shows that using proxy outcomes substantially reduces the confidence sequence width. For example, the right panel
would reject the null average treatment effect by 𝑡 = 6 while the left panel would reject it by 𝑡 = 43, approximately a
seven times reduction.
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7 Simulation study

7.1 Demonstrating theoretical properties

Although all Examples 1- 5 are technically simulations, they only demonstrate the properties for one confidence se-
quence, thus it is still unclear whether our proposed confidence sequences have the time-uniform type-1 error guarantee.
In this section, we build upon the linear model in Example 5 with three goals. First, we show the empirical uniform

type-1 error guarantees obtained from our design-based asymptotic confidence sequences for all times (even early
times). Second, we show the expected reduction in time to detect a statistically significant effect when incorporating
proxy outcomes. Third, we further show the expected reduction in time to detect an effect when incorporating proxy
outcomes from a misspecified prediction model.

To achieve this, we first replicate the simulation in Example 5 for 5000 empirically computed confidence sequences
and record the proportion of times it contained the true treatment effect for all times 𝑡 and the average time it took to
reject the point null of zero treatment effect, which we refer to as “average stopping time.” For the second scenario, we
adjust the linear model with the following nonlinear model

𝑌𝑖,𝑡(0) = 𝜌𝑌𝑖,𝑡−1(0) + |𝑥 sin(𝑥)| + 𝜖𝑖,𝑡 (11)

while using the same OLS prediction so that the prediction model is misspecified.
Lastly, we also create a third scenario where we only have 𝑛 = 1 unit, representing a single time series experiment.

The asymptotics are more credible in the panel data setting because even at 𝑡 = 1, there is effectively 𝑛 time steps already.
Consequently, we should expect the panel data setting to have strong type-1 error guarantees even at early times. For
this reason, we show the results when 𝑛 = 1 under the same linear model in Example 5, where we fix 𝑋 = 25, 𝜇 = 20

(we drop the subscript because there is only one unit) and the remaining scenario is identical. Although we could also
use proxy outcomes for a single time series by again using the OLS estimator after 𝑡 ≥ 3 (so that the OLS estimator
exists), we choose to not use the proxy outcome for brevity. We also only report the type-1 error and omit the average
stopping time to facilitate comparison because the single time series with 𝑛 = 1 will have a substantially larger stopping
time compared to the other panel data settings with 𝑛 = 20.

Table 1 show the results of the simulation. As expected, scenarios 1-2 show strong type-1 error control even at
early times. The over conservative coverage is due to our variance estimate being an upper bound estimate. Further,
we see approximately a seven times reduction in the average stopping time using proxy outcomes under scenario 1.
Although the difference is not as substantial when the prediction model is misspecified for a highly non-linear outcome,
we still roughly see a 15% decrease in the average stopping time. Lastly, the third scenario shows that even when 𝑛 = 1,
the time-uniform coverage guarantee holds for all time. Although the theory guarantees time-uniform coverage after
a sufficiently large 𝑡, our simulations suggest the coverage is strong even at early times likely because our estimated
variance is conservative and the confidence width is large at early times. Nevertheless, for a single time series, we
recommend practitioners to start “peeking” after some initial 𝑡, e.g., 𝑡 ≥ 10, to allow the asymptotics to take effect.
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Average Empirical Results (5000 MC Repetitions)
Different Scenarios Type-1 Error Stopping Time
Scenario 1: Without proxy outcome (linear model: 𝑛 = 20) 0.002 36
Scenario 1: With well specified proxy Outcome (linear model: 𝑛 = 20) 0.002 5.5
Scenario 2: Without proxy outcome (non-linear model: 𝑛 = 20) 0.001 34
Scenario 2: With misspecified proxy outcome (non-linear model: 𝑛 = 20) 0.001 29
Scenario 3: Single time series (linear model: 𝑛 = 1) 0.010 NA

Table 1: The first two rows represent simulations under the same setting as that in Example 5. The third and fourth rows are also
under the same setting except we change the potential outcome model to Equation (11). The last row shows the empirical type-1
error control when 𝑛 = 1 under scenario one. The second column represents the empirical proportion of times each respective
confidence sequence covers the true treatment effect for all times 𝑡 when 𝛼 = 0.05. The third column represents the average time
it took to reject the point null of zero treatment effect. The proportion and average are taken over 5000 Monte-Carlo simulated
confidence sequences for each scenario.

7.2 Comparison to confidence intervals and hybrid approaches

We next aim to quantify the tradeoffs practitioners face when deciding whether to perform anytime-valid inference
(confidence sequence), fixed-time standard inference (confidence interval), or a mixture of both. To facilitate this
comparison, we additionally comparable confidence intervals and a naive interim hybrid approach under a similar
simulation setting as above.

To construct valid confidence intervals, we use the design-based asymptotically valid confidence interval proposed
in (Bojinov and Shephard, 2019). We choose this comparison because it is centered around the same inverse propensity
score estimator and uses the same design-based variance estimator in Equation (5), allowing a fair comparison. Alter-
natively, practitioners may opt for a hybrid approach that is the middle ground of confidence intervals and confidence
sequences such as group sequential test that conducts hypothesis testing for only a finite number of times (Gordon Lan
and Demets, 1983; Wassmer and Brannath, 2016). This strategy uses multiple-testing correction procedures to achieve
the uniform type-1 error control in Equation (2) for finite number of times. As suggested by (Gordon Lan and Demets,
1983), we use a Bonferroni-corrected confidence interval from (Bojinov and Shephard, 2019) and construct 𝐾 confi-
dence intervals at uniform times between 𝑡 = 1,… , 𝑇 . For example, if 𝑇 = 100 and the hybrid approach tests at 𝐾 = 5

uniformly spaced points, then we construct a Bonferroni-corrected confidence interval at 𝑡 = 20, 40, 60, 80, 100.
For our simulation, we further simplify the data generating process in Example 5. First we set 𝜌 = 𝛽 = 0 to get

rid of any structural dependency and covariates. Next, we set the treatment mean 𝜇 = 10, reducing the signal by half
and set 𝑇 = 100, 𝑛 = 5 for the length of the experiment and number of units, respectively. We report both the type-1
error and the average stopping time as similarly done in Table 1. However, to facilitate a fair comparison of “stopping
time” with confidence intervals and the hybrid interim approach, we redefine stopping time as the fastest time to detect
a positively significant effect assuming the experiment is always terminated at 𝑇 = 100 (even if a positive effect is
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Average Empirical Results (5000 MC Repetitions)
Method Type-1 Error Stopping Time Width Power
Confidence Interval 97% 100 4.91 95%
Hybrid Interim Approach 99% 33 6.45 94%
Confidence Sequence 98% 31 9.90 90%

Table 2: Simulations comparing confidence sequence and intervals under the setting in Example 5 with 𝜌 = 𝛽 = 0, 𝜇 = 10, 𝑇 =

100, 𝑛 = 5. The first row shows the performance of asymptotically valid design-based confidence intervals proposed in (Bojinov
and Shephard, 2019). The second row performs a hybrid interim approach by constructing the aforementioned valid confidence
interval at five uniform finite times 𝑡 = 20, 40, 60, 80, 100 and performing a test at each time. The last row constructs the confidence
sequence using Theorem 6.1 that is valid for all times. The second and third column are defined similarly as the simulation in
Table 1. The last two columns denote the average width at 𝑡 = 100 and the statistical power of each method, respectively.

not detected). Since confidence intervals are tested only once at 𝑇 = 100, the stopping time for confidence intervals
is trivially 100. The stopping time for confidence sequences is the average times it stopped early before 𝑡 < 100 and
averaging all the times it stopped at 𝑡 = 100 because it was unable to find a statistically significant effect.

We additionally report both the average width and statistical power. The average width is defined as the expected
width of the confidence interval, sequence, or hybrid confidence interval at the final time 𝑡 = 𝑇 . The statistical power
is the probability of rejecting the null treatment effect by time 𝑡 = 𝑇 . For example, if the statistical power of the
confidence sequence is 90%, then by 𝑡 = 𝑇 the confidence sequence on average rejects the null treatment effect with a
90% chance before the end of the experiment.

Table 2 shows that the confidence interval, as expected, has a higher statistical power than the confidence sequence.
However, the confidence sequence, on average, can terminate much earlier by 𝑡 = 31 rather than 𝑡 = 100, reducing
the total expected experimentation time (𝑇 = 100) by roughly 70%. While confidence sequences have a wider interval
than confidence intervals by definition, we quantify this tradeoff by demonstrating that the confidence sequence width is
penalized by approximately a factor of two compared to the width of a confidence interval. Finally, the hybrid interim
approach (𝐾 = 5) performs worse than both the confidence interval in terms of power and width, but it may have
the potential to stop earlier than confidence intervals while still having competitive stopping times with confidence
sequences. Although this approach provides a suitable middle ground between the two extremes, the advantages of
potentially stopping early is sensitive to the pre-specified finite-times. Furthermore, the analyst can not continue to run
the experiment even if the analyst desires to after the final pre-determined time, posing similar issues to confidence
intervals.
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8 Application to Netflix experiments

8.1 Sign-up page experiments

A crucial component of any subscription-based business is designing a simple and efficient sign-up page that attracts
new members. Consequently, Netflix runs thousands of experiments to adapt and improve the sign-up page while
attempting to mitigate the experimental risk of losing potential members. In this section, we analyze two such experi-
ments.

The first experiment tests whether providing users with verification and assistance when entering credit card infor-
mation can help more prospective members complete the sign-up process. Netflix has observed that users often benefit
from assistance when completing their subscriptions after incorrectly inputting credit card information— a well-known
phenomenon studied in UX research (Holst, 2017). To improve the process, Netflix designed a new interface that auto-
matically detects the brand of the card (e.g., Mastercard or Visa) after the first few numbers and automatically formats
the card numbers (e.g., XXXX-XXXX-XXXX-XXXX) corresponding to the brand. To test the effectiveness of the
new design, Netflix ran an experiment in a single country, comparing the new design against the standard offering
without such assistance; we refer to this experiment/treatment as the “Credit Card Assistance” experiment/treatment.

Over approximately6 two weeks, 𝑁 ≈ 30, 000 visitors to the Netflix sign up page were randomly assigned (with
equal probability) to either the treatment (the new sign-up page) or the control (the original sign-up page). The primary
outcome was whether or not the individual successfully joined Netflix by providing a working payment method (binary
outcome).

The second experiment tests whether clearly indicating that Netflix accepts prepaid gift cards drove additional
sign-ups. Currently, Netflix accepts prepaid gift cards, but this is not indicated in the payment selection. Managers at
Netflix believed that indicating this information clearly would help more prospective members join Netflix; we refer to
this experiment as the “Prepaid Card” experiment.

The Prepaid Card experiment was conducted for approximately 2 months in Italy with a sample size of 𝑁 ≈

125, 000 total visitors to the Netflix sign up page that were either shown the default experience (control) or a different
version where Netflix clearly indicates that they accept Postepay cards, a popular Italian prepaid card (treatment). The
company used the standard Thompson adaptive sampling scheme as they believed that rapidly moving towards the best
treatment would help maximize subscriptions (Thompson, 1933). Lastly, although there were two treatment versions,
we focused on one for simplicity.

We re-analyze the two sign-up page experiments in Figure 7 using Theorem 4.1 for the first non-adaptive experi-
ment (left panel) and Corollary 4.1 for the second adaptive experiment (right panel). The left panel plots the confidence
sequence using only the first 𝑛 = 1000 customers out of a total sample size of 𝑁 ≈ 30, 000. We see that the confidence
sequence detects a statistically significant negative treatment effect before the 70th unit and a treatment effect at least
as harmful as 5% by approximately the 80th unit. This result is consistent with the finding at Netflix, where this exper-
iment was known to have a negative treatment effect due to technical issues related to implementing the treatment for

6For the purposes of this paper, we omit the exact details of the data, such as precise sample sizes and test durations.
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Figure 7: Sign-up page experiments. The left panel shows the confidence sequence using Theorem 4.1 for the Credit Card Assistance
experiment. We plot the confidence sequence for the first 𝑛 ≈ 1000 units out of a total sample of 𝑁 ≈ 30, 000. The right panel
shows the confidence sequence using Corollary 4.1 to analyze the adaptive Prepaid Card experiment. The black horizontal dotted
line represents the zero (null) line with 𝛼 = 0.05.

the Firefox browser. However, this experiment ran for approximately two weeks with this harmful treatment on over
𝑁 = 30, 000 customers with a final estimated treatment effect of approximately −20%7. The left panel of Figure 7
shows this could have been avoided had the business manager used confidence sequences and terminated the harmful
experiment as early as the first day before incurring further costs.

The right panel shows the confidence sequence when analyzing the Prepaid Card experiment. We find that the
confidence sequence covers zero for all units, showing that indicating that pre-paid cards are accepted does not lead
to higher conversion rates with a point estimate of −0.0033. This result is also consistent with other findings, where
Netflix ran another non-adaptive experiment for the same setting and found no significant treatment effect using a 𝑡-test
with over 100, 000 samples. Suppose the analyst wanted to terminate the experiment as soon as there is evidence the
treatment effect is less than 𝜖. In that case, Figure 7 shows the analyst would terminate the experiment approximately
as early as the 60, 000th unit for 𝜖 = 0.05, i.e., the first unit where the analyst can confidently conclude the treatment
effect is less than 5%. For 𝜖 = 0.02, the analyst would approximately terminate at the 100, 000th unit.

8.2 Messaging treatment

We now reanalyze an experiment that tested whether or not sending a push messaging notification (for example, the
notification could remind subscribers that a specific show has been released) increases engagement among Netflix
members. To do this, we leverage Theorem 5.3 to build a confidence sequence due to the special panel data structure.

Netflix ran the experiment on 𝑛 ≈ 2000 members that have some probability of seeing a message or not (our
binary treatment) on each day 𝑡. The probabilities were computed from a machine learning model (details omitted)
that predicts whether each member would benefit from a message. Finally, the experiment was run for approximately
one week, where it is known that sending messages this way has a strong positive impact on engagement. The primary

7The point estimate is an estimate for the average treatment effect 𝜏𝑁 , i.e., ∑𝑁
𝑖=1 𝜏𝑖∕𝑁 ≈ −0.20
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Figure 8: Messaging treatment application. The red contours show the lower and upper confidence sequence as approximately 2000
units continue to see messages or not throughout approximately one week at 𝛼 = 0.05 using Theorem 5.3. The black horizontal
dotted line represents the zero (null) line. The confidence sequence covers zero at all times.

response of interest is “Qualified Play”, an internal metrics that records if a user has played a video for a meaningful
amount of time on that day. Figure 8 shows that even with only 𝑛 ≈ 2000 users, we see a positive treatment effect
as early as the fourth day with a final estimated treatment effect of 0.17. This allows the manager to terminate the
experiment earlier in this more complex panel data setting.

9 Concluding remarks

Our work bridges the sequential testing literature with the design-based literature to perform continuous monitoring
for the average treatment effect, contemporaneous treatment effect relevant also to the bandit settings, and the average
contemporaneous treatment effect in panel data settings with time-uniform guarantees. We summarize our contribution
and a few key remarks in Table 3. Our confidence sequences formally allow managers to “peek” at any time and stop
the experiment in a data-dependent way, e.g., as soon as detecting a statistically significant harmful effect. Additionally,
the design-based approach allows managers to perform risk mitigation by quantifying an estimand directly relevant to
the harm incurred on the obtained experimental sample in an assumption-light approach.

Acknowledgement

We thank Ian Waudby-Smith and participants of the 2022 Conference on Digital Experimentation for advice and feed-
back.

30



Setting of Confidence Sequence (CS) Remarks

Exact design-based CS - ATE Theorem 3.2
Dependence on 𝑀 ; CS does not shrink to zero asymptotically

Asymptotic design-based CS - ATE Theorem 4.1
No dependence on 𝑀 ; CS shrinks to zero asymptotically

Asymptotic design-based CS - bandit settings Corollary 4.1
Adaptive treatment assignment

Asymptotic design-based CS - CTE Theorem 5.2
Single time series with carryover effects

Asymptotic design-based CS - panel setting Theorem 5.3
Panel data setting with 𝑛 units observed across 𝑇 time periods

Introduction of proxy outcomes Theorem 6.1- 6.2
Incorporates covariates or any modeling assumption to reduce CS width

Table 3: Summary of our contribution. The first column describes the confidence sequence of interest. The second column describes
where to find the respective confidence sequence followed by key generalizations and remarks about the confidence sequence.
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A Proof of Lemma 5.1

We prove it under the most general setting in Section 5.1, where we have adaptive probability treatment assignment
𝑝𝑡∣𝑡−1(𝑤) and carryover effects in the potential outcome. This proof is nearly identical to that in Appendix A of (Bojinov
and Shephard, 2019) but we provide it under our setting for completeness.

𝐸(𝜏𝑡 ∣ 𝑡−1) = 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1))

Proof.

𝐸(𝜏𝑡 ∣ 𝑡−1) = 𝐸
(

1{𝑊𝑡 = 1}𝑌𝑡
𝑝𝑡∣𝑡−1(1)

−
1{𝑊𝑡 = 0}𝑌𝑡

𝑝𝑡∣𝑡−1(0)
∣ 𝑡−1

)

=
𝑝𝑡∣𝑡−1(1)𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)

𝑝𝑡∣𝑡−1(1)
−

𝑝𝑡∣𝑡−1(0)𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0)

𝑝𝑡∣𝑡−1(0)

= 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1))

Next, we calculate the closed form expression of Var(𝜏𝑡∣𝑡−1 ∣ 𝑡−1).

Var(𝜏𝑡∣𝑡−1 ∣ 𝑡−1) = Var
(

1{𝑊𝑡 = 1}𝑌𝑡
𝑝𝑡∣𝑡−1(1)

−
1{𝑊𝑡 = 0}𝑌𝑡

𝑝𝑡∣𝑡−1(0)
∣ 𝑡−1

)

=
𝑝𝑡∣𝑡−1(1)𝑝𝑡∣𝑡−1(0)𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)
2

𝑝𝑡∣𝑡−1(1)2
+

𝑝𝑡∣𝑡−1(0)𝑝𝑡∣𝑡−1(1)𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0)

2

𝑝𝑡∣𝑡−1(0)2

+ 2𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 1)𝑌𝑡(𝑤

𝑜𝑏𝑠
1∶(𝑡−1), 0)

=
𝑝𝑡∣𝑡−1(0)𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)
2

𝑝𝑡∣𝑡−1(1)
+

𝑝𝑡∣𝑡−1(1)𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0)

2

𝑝𝑡∣𝑡−1(0)
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1∶(𝑡−1), 0)
)2

𝑝𝑡∣𝑡−1(1)𝑝𝑡∣𝑡−1(0)
,

where the third line follows because Cov(1{𝑊𝑡 = 1},1{𝑊𝑡 = 0} ∣ 𝑡−1) = −𝑝𝑡∣𝑡−1(1)𝑝𝑡∣𝑡−1(0). Now we show that

Var(𝜏𝑡∣𝑡−1 ∣ 𝑡−1) ≤ 𝜎𝑡∣𝑡−1 ∶=
𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)
2

𝑝𝑡∣𝑡−1(1)
+

𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0)

2

𝑝𝑡∣𝑡−1(0)
,

which would complete the proof because it is straight forward to show that 𝐸(�̂�𝑡∣𝑡−1 ∣ 𝑡−1) = 𝜎𝑡∣𝑡−1.

Proof.

Var(𝜏𝑡∣𝑡−1 ∣ 𝑡−1) =
𝑝𝑡∣𝑡−1(0)2𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)
2 + 𝑝𝑡∣𝑡−1(1)2𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 0)
2

𝑝𝑡∣𝑡−1(1)𝑝𝑡∣𝑡−1(0)

+
2𝑝𝑡∣𝑡−1(0)𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)𝑝𝑡∣𝑡−1(1)𝑌𝑡(𝑤
𝑜𝑏𝑠
1∶(𝑡−1), 0)

𝑝𝑡∣𝑡−1(1)𝑝𝑡∣𝑡−1(0)

≤
𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)
2

𝑝𝑡∣𝑡−1(1)
+

𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0)

2

𝑝𝑡∣𝑡−1(0)
,
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where the last line follows because (𝑎 − 𝑏)2 ≥ 0 → 𝑎2 + 𝑏2 ≥ 2𝑎𝑏 and we let 𝑎 = 𝑝𝑡∣𝑡−1(0)𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 1) and

𝑏 = 𝑝𝑡∣𝑡−1(1)𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0).

Lastly, 𝛾2𝑡∣𝑡−1 defined in Assumption 10 can be obtained by replacing 𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), ∙) with a new “residualized”

potential outcome 𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), ∙) ∶= 𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), ∙) − 𝑌𝑡∣𝑡−1. Since all the proof is conditioned on the filtration, the
above is equivalent to introducing a constant and therefore we have that

𝛾2𝑡∣𝑡−1 =
𝑌𝑡(𝑤𝑜𝑏𝑠

1∶(𝑡−1), 1)
2

𝑝𝑡∣𝑡−1(1)
+

𝑌𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1), 0)

2

𝑝𝑡∣𝑡−1(0)
(12)

B Proof of Theorem 3.2

We build off the proof of Theorem 4 in (Howard et al., 2020). As hinted in Section 3.2, we will first show that

exp

[

∑𝑛
𝑖=1(𝜏𝑖 − 𝜏𝑛)
𝑚(𝑚 + 1)

+
𝑆𝑛

𝑚2

(

log
( 𝑚
𝑚 + 1

)

+ 1
𝑚 + 1

)

]

is a non-negative supermartingale with respect to the filtration 𝑁,𝑛−1. (Fan, Grama and Liu, 2015) show that

exp
(

𝜆𝜅 + 𝜅2(𝜆 + log(1 − 𝜆))
)

≤ 1 + 𝜆𝜅

for 𝜅 ≥ −1 and 𝜆 ∈ [0, 1) from Fan’s Inequality. We let

𝜅 =
𝜏𝑛
𝑚
,

where 𝜅 ≥ −1 since |𝜏𝑖| ≤ 𝑚 for every 𝑖 by Assumption 2. Therefore, we have

exp

(

𝜆
𝜏𝑛
𝑚

+
𝜏2𝑛
𝑚2

(𝜆 + log(1 − 𝜆))

)

≤ 1 + 𝜆
𝜏𝑛
𝑚

𝐸

[

exp

(

𝜆𝜏𝑛
𝑚

+
�̂�2𝑛
𝑚2

(𝜆 + log(1 − 𝜆))

)

∣ 𝑁,𝑛−1

]

≤ 1 + 𝜆
𝜏𝑛
𝑚

𝐸

[

exp

(

𝜆(𝜏𝑛 − 𝜏𝑛)
𝑚

+
�̂�2𝑛
𝑚2

(𝜆 + log(1 − 𝜆))

)

∣ 𝑁,𝑛−1

]

≤ exp(−
𝜆𝜏𝑛
𝑚

)[1 + 𝜆
𝜏𝑛
𝑚
]

𝐸

[

exp

(

𝜆(𝜏𝑛 − 𝜏𝑛)
𝑚

+
�̂�2𝑛
𝑚2

(𝜆 + log(1 − 𝜆))

)

∣ 𝑁,𝑛−1

]

≤ 1

where the second line follows because 𝜏2𝑛 = �̂�2𝑛 and Lemma 2.1 and the last line follows because 1 − 𝑥 ≤ exp(−𝑥). We
plug 𝜆 = 1∕(𝑚 + 1) and because the above is a non-negative quantity this directly implies that

exp

[

∑𝑛
𝑖=1(𝜏𝑖 − 𝜏𝑛)
𝑚(𝑚 + 1)

+
𝑆𝑛

𝑚2

(

log
( 𝑚
𝑚 + 1

)

+ 1
𝑚 + 1

)

]
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is indeed a non-negative super martingale with respect to 𝑁,𝑛−1 as desired with initial value less than one. We apply
Lemma 3.1 and have that

Pr

(

∃𝑛 ∶ exp

[

∑𝑛
𝑖=1(𝜏𝑖 − 𝜏𝑛)
𝑚(𝑚 + 1)

+
𝑆𝑛

𝑚2

(

log
( 𝑚
𝑚 + 1

)

+ 1
𝑚 + 1

)

]

≥ 1
�̃�

)

≤ �̃�

Pr

(

∃𝑛 ∶

[

∑𝑛
𝑖=1(𝜏𝑖 − 𝜏𝑛)
𝑚(𝑚 + 1)

+
𝑆𝑛

𝑚2

(

log
( 𝑚
𝑚 + 1

)

+ 1
𝑚 + 1

)

]

≥ log

(

1
�̃�

))

≤ �̃�

Pr

(
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𝑛
∑
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(

1
�̃�

)

−
(𝑚 + 1)𝑆𝑛

𝑚

(

log
( 𝑚
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)
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𝑚 + 1

)

)

≤ �̃�

Pr

(

∃𝑛 ∶
𝑛
∑

𝑖=1
(𝜏𝑖 − 𝜏𝑛) ≥

[

𝑚(𝑚 + 1) log

(

1
�̃�

)

+ 𝑆𝑛

(𝑚 + 1
𝑚

log
(

1 + 1
𝑚

)
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𝑚

)
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Consequently, we have that

Pr

(

∃𝑛 ∶ 1
𝑛

𝑛
∑

𝑖=1
(𝜏𝑖 − 𝜏𝑛) ≥

[

𝑚(𝑚 + 1)
𝑛

log

(

1
�̃�

)
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𝑛
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𝑚

log
(
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𝑚
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− 1
𝑚

)
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≤ �̃�

This gives the one-sided confidence sequence and we can do the same trick and build the same statement instead for
𝜅 = −𝜏𝑛∕𝑚. Then we get

Pr

(

∃𝑛 ∶ −1
𝑛

𝑛
∑

𝑖=1
(𝜏𝑖 − 𝜏𝑛) ≥

[

𝑚(𝑚 + 1)
𝑛

log

(

1
�̃�

)

+
𝑆𝑛
𝑛

(𝑚 + 1
𝑚

log
(

1 + 1
𝑚

)

− 1
𝑚

)

])

≤ �̃�

Taking 𝛼 = �̃�∕2 and applying the union bound completes the proof.

C Theoretical extension of Theorem 3.2

In this section, we correct the order of the confidence sequence presented in Theorem 3.2 for theoretical completeness.
We leverage the results presented in (Waudby-Smith et al., 2022; Howard et al., 2020) by applying a mixture martingale
over a truncated gamma distribution.

The above proof shows that
𝑀𝑛 ∶= exp

(

𝜆𝐴𝑛 + 𝐵𝑛(𝜆 + log(1 − 𝜆))
) (13)

is a super-martingale with initial value 1, where

𝐴𝑛 ∶=
∑𝑛

𝑖=1(𝜏𝑖 − 𝜏𝑛)
𝑚

, 𝐵𝑛 ∶=
𝑆𝑛

𝑚2
.

For any distribution 𝐹 on (0, 1), we have by Fubini’s theorem that
�̃�𝑛 ∶= ∫𝜆∈(0,1)

𝑀𝑛𝑑𝐹 (𝜆)

is again another super-martingale with initial value 1. Following the proof of Theorem 2 in (Waudby-Smith et al.,
2022), we choose the truncated gamma distribution given by

𝑓 (𝜆) =
𝜌𝜌𝑒−𝜌(1−𝜆) (1 − 𝜆)𝜌−1

Γ(𝜌) − Γ(𝜌, 𝜌)
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for any 𝜌 ≥ 0. Therefore, we have that

�̃�𝑛 = ∫

1

0
exp

{

𝜆𝐴𝑛 + 𝐵𝑛(𝜆 + log(1 − 𝜆)
}

𝑓 (𝜆)𝑑𝜆

= ∫

1

0
exp

{

𝜆𝐴𝑛 + 𝐵𝑛(𝜆 + log(1 − 𝜆)
} 𝜌𝜌𝑒−𝜌(1−𝜆) (1 − 𝜆)𝜌−1

Γ(𝜌) − Γ(𝜌, 𝜌)
𝑑𝜆

=
𝜌𝜌𝑒−𝜌

Γ(𝜌) − Γ(𝜌, 𝜌) ∫

1

0
exp{𝜆

(

𝐴𝑛 + 𝐵𝑛 + 𝜌
)

} (1 − 𝜆)𝐵𝑛+𝜌−1 𝑑𝜆

=
(

𝜌𝜌𝑒−𝜌

Γ(𝜌) − Γ(𝜌, 𝜌)

)(

1
𝐵𝑛 + 𝜌

)

1𝐹1(1, 𝐵𝑛 + 𝜌 + 1, 𝐴𝑛 + 𝐵𝑛 + 𝜌),

where the last line follows from the definition of the Kummer’s confluent hypergeometric function.
Therefore, we have by Lemma 3.1 that

Pr
(

∃𝑛 ∶
(

𝜌𝜌𝑒−𝜌

Γ(𝜌) − Γ(𝜌, 𝜌)

)(

1
𝐵𝑛 + 𝜌

)

1𝐹1(1, 𝐵𝑛 + 𝜌 + 1, 𝐴𝑛 + 𝐵𝑛 + 𝜌) ≥ 1
�̃�

)

≤ �̃�

Consequently, a one-sided lower confidence sequence, i.e., a confidence sequence that is bounded from below but
covers up to infinity, can be obtained by a root-finding algorithm to find all

{𝜏𝑛 ∶ 𝑉𝑛(𝜏𝑛) ≥
1
�̃�
},

where
𝑉𝑛(𝜏𝑛) ∶=

(

𝜌𝜌𝑒−𝜌

Γ(𝜌) − Γ(𝜌, 𝜌)

)(

1
𝐵𝑛 + 𝜌

)

1𝐹1(1, 𝐵𝑛 + 𝜌 + 1, 𝐴𝑛 + 𝐵𝑛 + 𝜌).

An upper confidence sequence can be obtained in a similar way. Furthermore, this confidence sequence does not
solve the issue where it requires the analyst to know 𝑀 and 𝑝𝑚𝑖𝑛 before the experiment. Furthermore, this confidence
sequence does not have a closed-form expression, thus it requires a root-solving algorithm to build the confidence
sequence. However, (Waudby-Smith et al., 2022) show that this provably has an asymptotic rate of 𝑂(

√

𝐵𝑛 log(𝐵𝑛)∕𝑛),
which does solve the issue related to the order of the confidence sequence width.

D Proof of Theorem 5.2

The proof proceeds in three steps. We note that this proof leverages the proof of Theorem 2.3 in (Waudby-Smith et al.,
2021) but extended to our setting.

Step 1: Building martingale using Gaussian distribution Recently, (Ramdas et al., 2020) shows that all
sequential tests must have an explicit or implicit construction of a non-negative martingale. Although one of the major
advantages of an asymptotic confidence sequences is that it avoids explicitly constructing a martingale, the proof still
relies on constructing a martingale with the asymptotic Gaussian distribution. Consequently, the first step of the proof
builds a martingale from a sequence of 𝑖𝑖𝑑 standard Gaussian random variables.

Let (𝑍𝑡)∞𝑡=1 be a sequence of 𝑖𝑖𝑑 standard Gaussian random variable. We note that

𝑀𝑡(𝜆) ∶= exp
( 𝑡
∑

𝑗=1
(𝜆𝜎𝑗∣𝑗−1𝑍𝑗 − 𝜆2𝜎2𝑗∣𝑗−1∕2)

)
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is a non-negative martingale starting at one for any 𝜆 ∈ ℝ with respect to the canonical filtration (Robbins, 1970).
For algebraic simplicity, we also define 𝐿𝑡 ∶=

∑𝑡
𝑗=1 𝜎𝑗∣𝑗−1𝑍𝑗 and �̄�2𝑡 = 1

𝑡
∑𝑡

𝑗=1 𝜎
2
𝑗∣𝑗−1. Moreover, for any probability

distribution 𝐹 (𝜆) on ℝ, we also have the mixture,

∫𝜆∈ℝ
𝑀𝑡(𝜆)𝑑𝐹 (𝜆)

is again a non-negative martingale with initial value one (Robbins, 1970). In particular, we consider the probability
distribution function 𝑓 (𝜆; 0, 𝜂2) for the Gaussian distribution with mean zero and variance 𝜂2 as the mixing distribution.
The resulting martingale is

𝑀𝑡 ∶=∫𝜆∈ℝ
𝑀𝑡(𝜆)𝑓 (𝜆; 0, 𝜂2)𝑑𝜆

= 1
√

2𝜋𝜂2 ∫𝜆
exp

(

𝜆𝐿𝑡 −
𝑡𝜆2�̄�2𝑡
2

)

exp
(

−𝜆2

2𝜂2

)

𝑑𝜆

= 1
√

2𝜋𝜂2 ∫𝜆
exp

(

𝜆𝐿𝑡 −
𝜆2(1 + 𝑡𝜂2�̄�2𝑡 )

2𝜂2

)

𝑑𝜆

= 1
√

2𝜋𝜂2 ∫𝜆
exp

(

−𝜆2(1 + 𝑡𝜂2�̄�2𝑡 ) + 2𝜆𝜂2𝐿𝑡

2𝜂2

)

𝑑𝜆

= 1
√

2𝜋𝜂2 ∫𝜆
exp

(

−𝑎(𝜆2 + 𝑏
𝑎2𝜆

2𝜂2

)

𝑑𝜆,

where 𝑎 = 𝑡𝜂2�̄�2𝑡 + 1 and 𝑏 = 𝜂2𝐿𝑡. Completing the square, we have that the integrand is:

exp
(

−𝑎(𝜆2 + 𝑏
𝑎2𝜆

2𝜂2

)

= exp
(

−(𝜆 − 𝑏∕𝑎)2

2𝜂2∕𝑎

)

exp
(

𝑏2

2𝑎𝜂2

)

.

Putting the expression back into 𝑀𝑡 we have that,

𝑀𝑡 =
1

√

2𝜋𝜂2∕𝑎 ∫𝜆
exp

(

−(𝜆 − 𝑏∕𝑎)2

2𝜂2∕𝑎

)

𝑑𝜆
exp

(

𝑏2

2𝑎𝜂2

)

√

𝑎

= exp
(

𝜂2(
∑𝑡

𝑗=1 𝜎𝑗∣𝑗−1𝑍𝑗)2

2(𝑡�̄�2𝑡 𝜂2 + 1)

)

(𝑡�̄�2𝑡 𝜂
2 + 1)−1∕2,

where the last line follows because the first part of the first line is one and we plug back in the definition of 𝑎 and 𝑏.
Since 𝑀𝑡 is a non-negative martingale with initial value one we can use Lemma 3.1 to claim that

Pr(∀𝑡 ≥ 1,𝑀𝑡 < 1∕𝛼) ≥ 1 − 𝛼

=Pr

⎛

⎜

⎜

⎜

⎝

∀𝑡 ≥ 1,
|

|

|

|

|

|

1
𝑡

𝑡
∑

𝑗=1
𝜎𝑗∣𝑗−1𝑍𝑗

|

|

|

|

|

|

<

√

√

√

√

√

2(𝑡�̄�2𝑡 𝜂2 + 1)
𝑡2𝜂2

log
(

√

𝑡�̄�2𝑡 𝜂2 + 1

𝛼

)⎞

⎟

⎟

⎟

⎠

≥ 1 − 𝛼,
(14)

where the last line follows from taking the logarithm and simple algebraic manipulation.
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Step 2: Strong Approximation via Martingale Sequence Differences We first define the estimation error
as

𝑢𝑡 = 𝜏𝑡∣𝑡−1 − 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)).

By Lemma 5.1, {𝑢𝑡} is a martingale difference sequence with respect to𝑡−1. Similar to the proof of Step 2 of (Waudby-
Smith et al., 2021), we also use the strong approximation theorem presented in (Strassen, 1967). In particular, we require
Equation (159) in Theorem 4.4 of Strassen’s paper (further details in Lemma A.3 of (Waudby-Smith et al., 2021)) for
our strong approximation theorem. However, our proof is different than that in Step 2 of (Waudby-Smith et al., 2021)
for the following reason.

The original Theorem 4.4 in (Strassen, 1967) is stated for martingales difference sequence of the form 𝐸(𝐷𝑛 ∣

𝜎(𝐷1,… , 𝐷𝑛−1)) = 0, where 𝐷𝑖 ∶= (𝑊𝑖, 𝑌𝑖) is the data at time 𝑖. Although our martingale is of the form 𝐸(𝑓 (𝐷𝑛) ∣

𝜎(𝐷1,… , 𝐷𝑛−1)) = 0, where 𝑓 (.) is the function that maps the data to 𝜏𝑡∣𝑡−1 − 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)). More formally, to use the

strong approximation theorem in (Strassen, 1967), we replace the beginning conditions of Theorem 4.4 in the following
way.

“Let 𝑋1, 𝑋2,… be random variables such that 0 ≤ 𝐸(𝑓 (𝑋𝑛)2 ∣ 𝑋1,… , 𝑋𝑛−1) ≤ 𝐶 is bounded by some constant
𝐶 (this directly holds under Assumption 6) and 𝐸(𝑓 (𝑋𝑛) ∣ 𝑋1,… , 𝑋𝑛−1) = 0, a.s. for all 𝑛. Put 𝑆𝑛 =

∑

𝑖≤𝑛 𝑓 (𝑋𝑖) and
𝑉𝑛 =

∑

𝑖≤𝑛 𝐸(𝑓 (𝑋𝑖)2 ∣ 𝑋1,… , 𝑋𝑖−1), where, in order to avoid trivial complications, we assume 𝑉1 = 𝐸(𝑓 (𝑋1)2) > 0.”
The remaining conditions are identical and we omit the uniform integrability condition in Equation (138) of

(Strassen, 1967) since it holds trivially under our bounded potential outcome for Assumption 6. The proof leading
to Equation (159) remains identical and valid except replacing 𝑋𝑛 with 𝑓 (𝑋𝑛) in the appropriate steps. In particular,
all random variables are still measurable with respect to 𝜎(𝑋1,… , 𝑋𝑛−1). Lastly, although this theorem uses the actual
variance (not an upper bound), using an upper bound only makes the confidence sequence width strictly wider and
hence the validity still holds.

Finally, utilizing Theorem 4.4 Equation (159) in (Strassen, 1967) we have that

1
𝑡

𝑡
∑

𝑗=1
𝑢𝑗 =

1
𝑡

𝑡
∑

𝑗=1
𝜎𝑗∣𝑗−1𝑍𝑗 + 𝑜

⎛

⎜

⎜

⎝

�̃�3∕8
𝑡∣𝑡−1 log(�̃�𝑡∣𝑡−1)

𝑡

⎞

⎟

⎟

⎠

𝑎.𝑠., (15)

Combining Equation (14) and Equation (15) implies that with probability at least (1 − 𝛼),

∀𝑡 ≥ 1,
|

|

|

|

|

|

1
𝑡

𝑡
∑

𝑖=1
𝑢𝑖
|

|

|

|

|

|

<

√

√

√

√

√

2(𝑡�̄�2𝑡 𝜂2 + 1)
𝑡2𝜂2

log
(

√

𝑡�̄�2𝑡 𝜂2 + 1

𝛼

)

+ 𝑜
⎛

⎜

⎜

⎝

�̃�3∕8
𝑡∣𝑡−1 log(�̃�𝑡∣𝑡−1)

𝑡

⎞

⎟

⎟

⎠

. (16)

Using Assumption 5, we have that

1
𝑡

𝑡
∑

𝑗=1
𝜏𝑗∣𝑗−1 ±

√

√

√

√

√

2(𝑡�̄�2𝑡 𝜂2 + 1)
𝑡2𝜂2

log
(

√

𝑡�̄�2𝑡 𝜂2 + 1

𝛼

)

(17)

forms an (1−𝛼)−asymptotic confidence sequence for 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)), where we used Assumption 5 so that the 𝑉𝑡∕𝑉𝑡

𝑎.𝑠.
←←←←←←←←←←←←←→ 1

holds where 𝑉𝑡 is the non-asymptotic confidence width in Equation (16) (with the little 𝑜 term) and 𝑉𝑡 is defined in
Equation (17) (without the little 𝑜 term).
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Step 3: Using empirical variance Unfortunately, the confidence sequence in Equation (17) can not be directly
used because �̄�𝑡 is based off the true variance and hence not obtainable from the data. The last step is to replace
Equation (17) with our estimated variance �̃�2𝑡 ∶= 𝑆𝑡∣𝑡−1∕𝑡.

More precisely, we now show that if we further have �̃�2𝑡
𝑎.𝑠.
←←←←←←←←←←←←←→ �̄�2𝑡 , then we have

1
𝑡

𝑡
∑

𝑗=1
𝜏𝑗∣𝑗−1 ±

√

√

√

√

√

2(𝑡�̃�2𝑡 𝜂2 + 1)
𝑡2𝜂2

log
(

√

𝑡�̃�2𝑡 𝜂2 + 1

𝛼

)

forms a (1 − 𝛼)-asymptotic confidence sequence for 𝜏𝑡(𝑤𝑜𝑏𝑠
1∶(𝑡−1)), giving us the desired result. For completeness, we

replicate this part of the proof under our setting. First we rewrite the assumption of �̃�2𝑡
𝑎.𝑠.
←←←←←←←←←←←←←→ �̄�2𝑡 as �̃�2𝑡 − �̄�2𝑡 = 𝑜(�̄�2𝑡 ).

Then Equation (17) gives us
√

√

√

√

√

2(𝑡�̄�2𝑡 𝜂2 + 1)
𝑡2𝜂2

log
(

√

𝑡�̄�2𝑡 𝜂2 + 1

𝛼

)

=

√

√

√

√

√

2(𝑡(�̃�2𝑡 + 𝑜(�̄�2𝑡 ))𝜂2 + 1)
𝑡2𝜂2

log
(

√

𝑡(�̃�2𝑡 + 𝑜(�̄�2𝑡 ))𝜂2 + 1

𝛼

)

=

√

√

√

√

𝑡(�̃�2𝑡 + 𝑜(�̄�2𝑡 ))𝜂2 + 1
𝑡2𝜂2

log
(

𝑡(�̃�2𝑡 + 𝑜(�̄�2𝑡 ))𝜂2 + 1
𝛼2

)

=

√

√

√

√

𝑡�̃�2𝑡 𝜂2 + 𝑜(𝑡�̄�2𝑡 ) + 1
𝑡2𝜂2

log
(

𝑡�̃�2𝑡 𝜂2 + 𝑜(𝑡�̄�2𝑡 ) + 1
𝛼2

)

=

√

√

√

√

(

𝑡�̃�2𝑡 𝜂2 + 1
𝑡2𝜂2

+ 𝑜(�̄�2𝑡 ∕𝑡)

)

log
(

𝑡�̃�2𝑡 𝜂2 + 𝑜(𝑡�̄�2𝑡 ) + 1
𝛼2

)

Focusing on the second logarithmic term, we have

log

(

𝑡�̃�2𝑡 𝜂
2 + 𝑜(𝑡�̄�2𝑡 ) + 1

𝛼2

)

= log
(

𝑡�̃�2𝑡 𝜂
2 + 1
𝛼2

+ 𝑜(𝑡�̄�2𝑡 )

)

= log
(

𝑡�̃�2𝑡 𝜂
2 + 1
𝛼2

[

1 + 𝑜(1)
]

)

= log
(

𝑡�̃�2𝑡 𝜂
2 + 1
𝛼2

)

+ log(1 + 𝑜(1))

= log
(

𝑡�̃�2𝑡 𝜂
2 + 1
𝛼2

)

+ 𝑜(1),
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where the last line follows because log(1 + 𝑥) = 𝑥 + 𝑜(1) for |𝑥| < 1. Returning back to the main expression we have
√

√

√

√

√

2(𝑡�̄�2𝑡 𝜂2 + 1)
𝑡2𝜂2

log
(

√

𝑡�̄�2𝑡 𝜂2 + 1

𝛼

)

=

√

√

√

√

(

𝑡�̃�2𝑡 𝜂2 + 1
𝑡2𝜂2

+ 𝑜(𝑉𝑡∕𝑡2)

)[

log
(

𝑡�̃�2𝑡 𝜂2 + 1
𝛼2

)

+ 𝑜(1)

]

=

√

√

√

√

𝑡�̃�2𝑡 𝜂2 + 1
𝑡2𝜂2

log
(

𝑡�̃�2𝑡 𝜂2 + 1
𝛼2

)

+ 𝑜(𝑉𝑡∕𝑡2) + 𝑜(𝑉𝑡 log𝑉𝑡∕𝑡2) + 𝑜(𝑉𝑡∕𝑡2)

=

√

√

√

√

𝑡�̃�2𝑡 𝜂2 + 1
𝑡2𝜂2

log
(

𝑡�̃�2𝑡 𝜂2 + 1
𝛼2

)

+ 𝑜(𝑉𝑡 log𝑉𝑡∕𝑡2)

=

√

√

√

√

𝑡�̃�2𝑡 𝜂2 + 1
𝑡2𝜂2

log
(

𝑡�̃�2𝑡 𝜂2 + 1
𝛼2

)

+ 𝑜(
√

𝑉𝑡 log𝑉𝑡∕𝑡),

where the last line follows because √𝑎 + 𝑏 ≤
√

𝑎+
√

𝑏 for 𝑎, 𝑏 ≥ 0. This formally shows how our confidence sequence
in Theorem 5.2 is a valid (1−𝛼)−asymptotic confidence sequence for 𝜇𝑡 with approximation rate 𝑜(√𝑉𝑡 log𝑉𝑡∕𝑡) given
that our variance estimator is strongly consistent.

However, Lemma 5.1 only tells us that �̃�2𝑡 is conditionally unbiased for �̄�2𝑡 . To establish the consistency result, we
again use a version of strong law of large numbers for martingale sequence difference. We denote 𝑈𝑡 ∶= �̃�2𝑡 − �̄�2𝑡 and
𝑈𝑡 is a martingale sequence difference with respect to the filtration 𝑡−1. Using classical results in (Chow, 1971), we
have that 𝑈𝑡

𝑎.𝑠.
←←←←←←←←←←←←←→ 0 since Assumption 6 immediately satisfies the needed uniformly integrability condition. Since all

the convergence statements above are almost-sure convergence, steps 1-3 give the desired claim.

E Optimizing and choosing 𝜂 parameter

In this section, we show in detail how an analyst can choose 𝜂 to optimize the confidence sequence width for a desired
specific time 𝑡∗. The derivations are nearly identical to those presented in (Waudby-Smith et al., 2021), but we repeat
them here for completeness.

Our confidence width presented in all the theorems have the following structure

𝐵𝑡(𝛼) ∶=

√

√

√

√

2(𝑡𝜂2 + 1)
𝑡2𝜂2

log
(
√

𝑡𝜂2 + 1
𝛼

)

,

where we have omitted the variance terms and instead substituted each �̂�𝑖 = 1 since we want 𝜂 to be data-independent.8
Then,

argmin
𝜂>0

𝐵𝑡(𝛼) =
√

argmin
𝑥>0

𝑓 (𝑥),

where 𝑓 (𝑥) ∶= 𝑡𝑥 + 1
𝑡2𝑥

log
(

𝑡𝑥 + 1
𝛼2

)

, 𝑥 ∶= 𝜂2.

8Consequently, we are not formally optimizing 𝜂 for the actual confidence width, but 𝜂 can still be conceptually interpreted as
minimizing the confidence sequence width at a desired time 𝑡∗ (See Appendix C.3 in (Waudby-Smith et al., 2021) for more details).
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Furthermore, lim𝑥→0 𝑓 (𝑥) = lim𝑥→∞ 𝑓 (𝑥) and thus if we can find the critical point by finding a solution for 𝜕𝑓∕𝜕𝑥 = 0,
then this must be the unique minimum.

Therefore, we have that
𝜕𝑓
𝜕𝑥

= − 1
𝑡2𝑥2

log
(

𝑡𝑥 + 1
𝛼2

)

+ 1
𝑡𝑥
.

Setting the above to zero, we obtain

−𝛼2exp(1) = −(𝑡𝑥 + 1)exp(−(𝑡𝑥 + 1)).

Therefore, we have that the solution is −(𝑡𝑥 + 1) = 𝑊−1(−𝛼2exp(1)), where 𝑊−1 is the lower branch of the Lambert
𝑊 function. The solution only exists if

−𝛼2exp(1) ≥ −exp(1),
or equivalently if 𝛼2 ≤ 1, which is always true for any 𝛼 ∈ [0, 1]. Therefore, we have that

argmin
𝜂>0

𝐵𝑡(𝛼) =

√

−𝑊−1(−𝛼2exp(1)) − 1
𝑡∗

.
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