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Abstract

3D virtual tours (VTs) have become a popular digital tool in real estate platforms, en-
abling potential buyers to virtually walk through the houses they search for online. In this
paper, we study home sellers’ adoption of VTs and the VTs’ relative benefits compared to
other marketing efforts. Using data on 75,178 houses sold in the greater Los Angeles area
from March 2019 to March 2021, employing computer vision, natural language processing,
and causal machine learning, we present four key findings. First, sellers using VTs pro-
vide longer descriptions and more photos, suggesting VTs supplement traditional marketing
efforts rather than replace them. Second, after controlling for photo content and quality
and listing description sentiment and topics, VTs do not significantly increase sale prices
and slightly increase time on the market, suggesting their marginal benefits are smaller than
previously thought. Third, smaller firms/agents and neighborhoods with more racial minori-
ties and lower-income households benefit most from VT adoption but do so less frequently,
presenting opportunities for platforms and policymakers to encourage VT adoption among
these groups. Lastly, although VTs do not significantly improve final sale outcomes, they
may offer benefits such as helping consumers screen options and assisting sellers in portfolio
growth and management.



1 Introduction

Virtual reality (VR) has gained considerable momentum in numerous industries, including

gaming, healthcare, retail, and real estate. In real estate, 3D virtual tours (VTs) have

emerged as a popular non-immersive VR tool sellers employ when listing their properties

online. By providing a navigable digital representation of a house accessible through comput-

ers or smartphones, these VTs allow potential home-buyers searching for properties online

to “virtually walk through” a home’s rooms and examine its various features and layouts

from multiple angles. And while available for over 20 years, recent technological advances in

cameras and imaging software have made VTs more accessible and affordable.1

The prevailing belief among real estate platforms and other industry players is that VTs

can significantly improve house sale outcomes. For instance, Matterport, a 3D VT creator

company, estimates that houses that include VT in their listings can sell at up to 4-9% higher

prices and stay 20-30% fewer days on the market.2 However, the scarce empirical research on

this topic has found more moderate effects of a 2-3% increase in sale prices and an unclear

effect on days on market (Carrillo 2008, Yan et al. 2021, Yu et al. 2020). Moreover, little is

known about the relationship between VT adoption and other marketing efforts in a house

listing/advertisement, such as the photos and descriptions sellers provide.

In this paper, we aim to fill these gaps by empirically exploring answers to three research

questions. First, what factors explain 3D virtual tour adoption (e.g., seller, property, neigh-

borhood characteristics, marketing strategies, etc.)? Second, what is the marginal effect of

VT on sale outcomes (i.e., sale price and time on market)? And third, when and how can

VT adoption be more beneficial for sellers?

Our empirical study uses data from 75,178 houses sold in the greater Los Angeles area

(California, US) between March 2019 and March 2021. The choice of the region allows us to

benchmark our findings to prior literature on the topic while exploiting the diversity of its

1As per 2023, 3D VT creators typically charge a flat fee (e.g., $300 for up to 2,000 square feet) plus a
varying fee function of square footage (e.g., $10 to $50 per additional 1,000 square footage).

2See: https://matterport.com/blog/3d-tours-properties-sell-31-faster-and-higher-price.

1

https://matterport.com/blog/3d-tours-properties-sell-31-faster-and-higher-price


housing stock in our analyses. The choice of the time window allows us to examine potential

disruptions to in-person tours following the COVID-19 pandemic. The data is collected

from Redfin, a leading online real estate platform that operates in the US and Canadian

markets and provides detailed information for each listing, including its description, photos,

whether it included a VT, the name of the seller agent and real estate firm, neighborhood

characteristics, initial listing price, and final sale outcomes, among others.

A major empirical challenge in studying the effect of VTs on sale outcomes is that their

adoption is not random but likely influenced by various factors that also affect outcomes,

such as the quality of the house, the seller agent’s industry experience, and the overall effort

invested in selling the property. To account for such selection bias, we adopt the double

machine learning (DML) approach (Chernozhukov et al. 2018), which allows us to directly

model VT adoption, sale outcomes, and their interdependence on a potentially large set of

confounders X in a highly flexible manner. In addition to accounting for confounders previ-

ously suggested in the literature, such as seller agent experience and firms’ size/technology

adoption capability (Benefield et al. 2019), we follow recent work that leverages unstructured

data to uncover potential confounders in observational studies (Zeng et al. 2022). Specifically,

we apply computer vision and natural language processing (NLP) to the photos and open-

ended descriptions in the listings, respectively, and uncover proxies for several confounders

that are intuitively relevant but typically hard to measure, such as the aesthetic quality of

the photos to proxy for the visual appeal of the house, and recent renovations or investment

opportunities discussed in the descriptions to proxy for the house’s quality/condition.

In our first analysis, we focus on the selection equation of the DML approach to explore

what factors explain VT adoption, using the XGBoost classifier to predict VT adoption

and SHAP values to examine which variables are more important in explaining such pre-

dictions (Lundberg et al. 2020). We find that the three most important explaining factors

of VT adoption are the aesthetic quality of the photos (7.73% importance), the number of

photos (7.58% importance), and the description word count (6.60% importance). Moreover,
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several photo and text-related variables are more important explaining factors of VT adop-

tion than standard house and neighborhood characteristics, and they are also among the

most important explaining factors of sale prices and time on market (TOM), highlighting

the value of leveraging unstructured data to uncover confounders such as a house’s visual

aesthetic or condition. We also find that the probability of adopting VT increases with the

aesthetic quality of the photos, the number of photos, and the number of words included in

the listings, suggesting that sellers tend to use VTs as a supplementary tool rather than a re-

placement for traditional information sources like photos and descriptions. Furthermore, we

observe that VT adoption is more likely for houses in higher-value areas and listings with de-

scriptions emphasizing topics such as space and design. Notably, VT adoption experienced

a significant surge following the World Health Organization’s March 2020 announcement

about the COVID-19 pandemic, perhaps to compensate for reduced in-person tours due to

government lockdown policies.

In our second analysis, we focus on the DML estimates of the average treatment effects of

VT on sale prices and TOM. To explore the impact of adjusting for additional confounders

uncovered from the unstructured data on each listing, we first create a baseline model speci-

fication that controls for house, neighborhood, seller agent’s characteristics, time trends, and

the number of photos in the listing only. Consistent with prior literature, we find that VTs

are associated with a 1.1% increase in sale prices and have a non-significant effect on the

time a house stays on the market. However, after controlling for the additional confounders

uncovered from the photos and descriptions in the listings, the effect of VT on sale prices

becomes insignificant, and the effect of VT on TOM increases slightly. These results can be

explained by a pricing strategy sellers tend to use when using VTs: starting with a higher

listing price and adjusting it downwards over time, which leads to longer TOM.

We acknowledge that, as in many observational studies, our estimates cannot be inter-

preted as unbiased as they might be affected by unmeasured confounders whose existence

we cannot rule out. Nonetheless, they do suggest that after removing meaningful sources
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of bias previously overlooked in the literature, such as the visual appeal and quality of the

house and the effort made by the seller in providing visual and textual information about

the property, the average benefits of using VT to improve sale outcomes are smaller than

previously thought.

Finally, we conduct three descriptive analyses to further investigate when and how VT

adoption can be more beneficial for sellers. First, we examine whether the benefits of VTs on

sale outcomes vary with listing, seller agent/firm, house, and neighborhood characteristics.

Among others, we find that the benefits of using VTs for sale prices are above average

for houses in neighborhoods with more racial minorities and lower income, smaller seller

agents/firms, and listings that minimize other marketing efforts (i.e., listings that include

fewer words and photos). Notably, these are also the groups with lower VT adoption.

Second, we examine whether the effect of VT adoption on sale outcomes changed with the

COVID-19 pandemic, an event that significantly increased VT adoption among sellers and

potentially altered home buyers’ search and purchase behavior. We find that VTs helped

significantly reduce TOM in the first two months following the COVID-19 pandemic stay-at-

home order, but the benefits returned to pre-pandemic levels afterward. Third, we examine

the relationship between VT adoption and other sellers’ and buyers’ outcomes and find

suggestive evidence of other potential benefits of these tools: for sellers, VT can help attract

more attention to individual listings and expand their listing portfolios; and for buyers, VT

can help screen out their alternatives more efficiently.

Our research makes the following contributions to the literature. First, it adds to the

growing literature on the impact of using virtual reality in the marketplace (e.g., Gallino

and Moreno 2018, Meißner et al. 2020, Tan et al. 2022). While prior research has shown

that virtual reality can benefit sales of lower-involvement and low-risk products such as

grocery and cosmetic products, we discover that its benefits are more moderate for higher-

involvement and high-risk goods. Second, our findings add to the marketing and economics

literature studying the effect of VTs on sales outcomes in the real estate market context (e.g.,
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Carrillo 2008, Yu et al. 2020, Yan et al. 2021). Our research uncovers factors associated

with VT adoption and leverages unstructured text and photo data to uncover interpretable

confounders inspired by several recent observational studies (e.g., Keith et al. 2020, Zeng

et al. 2022). Lastly, our research adds to the marketing literature on the role of visual

information in different marketing outcomes (e.g., Hartmann et al. 2021, Zhang et al. 2022,

Zhang and Luo 2023). In particular, it sheds light on the marginal value of newer visual

technologies (e.g., interactive VTs) relative to more traditional ones (e.g., static photos) and

other marketing strategies.

Our research offers sellers several guidelines on when and how to use VT to obtain

higher benefits. First, when working on a tight budget/schedule, focusing on providing a

variety of high-quality photos and rich textual information can be as effective as adding VTs.

Second, using VTs can bring more substantial benefits for properties in neighborhoods with

higher minority ethnic group densities or lower average household incomes. Such an insight

might also have implications for platforms and policymakers, highlighting the potential of

encouraging VT adoption in those neighborhoods that could benefit the most by, for example,

raising awareness about more accessible do-it-yourself tools for creating VT (e.g., Zillow 3D

house app, Klapty, and Matterport). Last, our findings suggest that even if VTs do not

improve average sale outcomes, sellers might use them to screen out less interested buyers

and grow their listing portfolio.

The remainder of the paper is organized as follows. We present a summary of the related

literature in Section 2, describe our data in Section 3, introduce our methodology in Section

4, explore the drivers of VT adoption in Section 5, investigate the impact of VT adoption on

sales outcomes and other potential benefits in Section 6, and conclude the paper in Section 7.

5



2 Related literature

Our research relates to the growing marketing literature studying the impact of virtual

reality (VR) and augmented reality (AR) applications in retailing and selling. To date,

most empirical research has focused on the impact of VR/AR on consumer choices and

sale outcomes of low-involvement products. For example, Meißner et al. (2020) shows that

high-immersive VR can increase consumers’ variety seeking and reduce price sensitivity for

grocery products, and Tan et al. (2022) show that AR-based “virtual try-on” can increase

sales of cosmetic products, especially when consumers experience a high level of uncertainty

(products from less popular brands, with narrower appeal and higher price). In this paper,

we extend this stream of literature by exploring the impact of VR in a context involving

high-involvement and heterogeneous products.

Our research also relates closely to the marketing and economics literature studying the

impact of virtual tours on house sale outcomes. Theoretical predictions suggest a positive

correlation between VTs and sale prices, as higher-quality properties are more likely to use

VT (Carrillo 2008) and VTs might help reduce search cost and improve matching (Ford

et al. 2005). Empirical research has found that VT is associated with a 2-3% increase in

sale prices (Carrillo 2008, Yu et al. 2020). However, the theory is less conclusive regarding

the effect of VTs adoption on TOM, as the overall effect might depend on the type of

properties that adopt the tool. Empirical evidence is also mixed and ranges from a 20-

52% decrease (Carrillo 2008, Yan et al. 2021) to a 3-7% increase (Yu et al. 2020) on the

number of days a house stays on the market. In this paper, we extend this literature in two

ways. First, our analysis examines the endogenous decision to use VT and sheds light on the

factors (house, neighborhood, and seller characteristics) associated with VT adoption and

its relationship with other selling strategies (number of photos, description length, listing

price, etc.). Second, our methodology leverages computer vision and NLP to capture other

factors that would otherwise be unobserved and confound the effect of VT on sale outcomes,

such as recent renovations, design and aesthetic quality of the house, etc.
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Finally, our research also relates to the broader marketing literature studying the role of

visual information on different marketing outcomes. Prior literature has examined questions

such as how user-generated pictures can affect brand engagement in social media (Hartmann

et al. 2021), how to leverage product images to predict returns (Dzyabura et al. 2019),

how consumer-generated pictures can predict restaurant survival (Zhang and Luo 2023),

how house photos can affect demand in the sharing economy (Zhang et al. 2022), and how

profile pictures can affect matching outcomes in online labor marketplaces (Troncoso and

Luo 2022), among others. In this paper, we extend this stream of literature by studying

the marginal impact of a newer type of visual information relative to more traditional ones,

namely, interactive virtual tours vs. static photos.

3 Data

Our empirical analyses are based on data from Redfin, a major real estate platform that

operates in 95 markets in the US and Canada and provides house information obtained from

multiple listing services (MLS databases) and public records. Using the platform’s API, we

collected information on 75,178 houses sold in the greater Los Angeles area (CA) between

March 2019 and March 2021. The choice of the region allows us to benchmark our findings to

prior literature on the topic while exploiting the diversity of its housing stock in our analyses.

The choice of the time window allows us to examine potential disruptions to in-person tours

following the COVID-19 pandemic.

For each house in our sample, we use its sale history provided by Redfin to collect our

two outcomes of interest, i.e., the sale price and the number of days the house stayed on the

market (from list date to sale date), as well as the initial listing price and any price changes

the seller made while the house was on the market. Our treatment variable, i.e., whether the

listings include a 3D virtual tour, is identified by the presence of a link to this tool. Figure 1
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showcases an example of a 3D virtual tour for a listing. Overall, 21.63% of houses adopted

VT in our observation window.

To estimate the treatment effects of virtual tour adoption, we collect two sets of con-

trol variables. The first is a set of baseline control variables motivated by prior research

(Section 3.1). Table 1a defines all these baseline control variables (except the photo count

variable), and Table A1a of Web Appendix A presents their summary statistics. For the

second set of control variables, we exploit computer vision and NLP methods to uncover

additional variables from the photos and the open-ended descriptions on listings that can

explain both VT adoption and sales outcomes, i.e., confounders that could bias the estimated

effects of VT on sale outcomes. Table 1b defines all these additional photo and text-related

variables3, and Table A1b of Web Appendix A presents their summary statistics.

3.1 Extracting standard house, neighborhood, and agent/firm char-

acteristics

Motivated by prior research, we collect a comprehensive set of baseline control variables

relevant to our analyses, which we categorize into the following groups:

House characteristics The literature on real estate and housing markets has extensively

acknowledged that factors such as size, number of rooms, and age are important determinants

of prices (e.g., Goodman 1978, Palmquist 1984, Selim 2009).

To account for these in our analyses, we extract 20 standard house attributes available

on each listing, including property type, square footage, number of bedrooms, number of

bathrooms, and age since the year built, among others. Furthermore, we use the text de-

scriptions in the listings to identify whether the house is move-in-ready, a signal that the

house does not need any significant repairs that could affect sale prices, and whether the

house is vacant, which could translate into a shorter TOM.
3The photo count variable belongs to the baseline control variables, but we define it in Table 1b for ease

of exposition.
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Neighborhood characteristics In addition to the characteristics of the building itself,

the price of a house is also affected by the attributes of its location or surrounding area,

factors like the proximity of parks or beaches, the quality of nearby schools, or demographics

of the population (e.g., Archer et al. 1996, Kolbe et al. 2012, Carrillo 2008).

To account for these in our analyses, we collect variables from multiple sources. First,

we extract location-related information available on each listing, including the number and

rating of the schools in the area, the walk-ability and bike-ability scores of the area, and the

avg. number of offers that houses in the area receive, which reflects the general attractiveness

of the area for buyers. Second, we use SafeGraph’s Open Census Data to collect census-block-

level demographics that could also affect sale outcomes, including population size, medium

household income, and proportion of Black and Hispanic populations.4 Third, we use the

Zillow House Value Index to proxy for the average value of houses at the zipcode-year-month

level and account for potential time-variant factors that could also affect sale prices, such as

upcoming neighborhoods or changes in local crime levels.

We further use house address and real estate firm information on the listing to construct

two additional variables: zip code dummies, which can capture any additional time-invariant

neighborhood characteristics that could affect sale outcomes, and the proportion of past list-

ings from competitors in the same zip code that include VTs, which can capture competitive

forces driving VT adoption.5

Agent and firm characteristics Real estate listing agents are key intermediaries in a

house selling process, and different agent and firm characteristics like experience or gen-

4SafeGraph’s Open Census Data includes all data from the American Community Survey 5-year Es-
timates by Census Block Group (CBG) for the release years 2016 - 2020. We match houses and the
census data on latitude and longitude. The data is available at: https://docs.safegraph.com/docs/

open-census-data.
5Prior research has used a similar variable as an instrument for VT adoption (e.g., Carrillo (2008)

uses the average number of virtual tours displayed by broker firms within a local area as an instrument).
Nevertheless, if VTs indeed affect sale outcomes, this instrument could violate the exclusion restrictions,
as the sale outcomes of competitors can also affect the sale outcomes of the focal house (even if not using
VT). As such, we use this variable as a control that could affect both VT adoption and sale outcomes in our
analyses.
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der can directly influence sale outcomes (Beck et al. 2013, Seagraves and Gallimore 2013,

Gilbukh and Goldsmith-Pinkham 2019). Moreover, the matching between houses and seller

agents/firms is likely selective, with more experienced players likely working with higher-

quality houses and more motivated sellers.

To account for the role of seller agent characteristics, we use the name of the agent

associated with each listing to proxy for his/her experience and gender.6 We also capture

the number of listings he/she is managing in the same month as a proxy for workload, which

could affect his/her ability to close sales quickly. Similarly, we use the name of the real

estate firm associated with each listing to proxy for a firm’s workload, and the proportion

of past listings that include VTs to proxy for familiarity with the technology, which could

affect the use of VTs in the future.7 Further, we use the name of the real estate firm to

create firm fixed effects and capture additional time-invariant firm characteristics, such as

size, reputation, or resources.

Time dummies. Based on each house sale date, we create year-month dummies to account

for time-varying market conditions that could affect sale outcomes, e.g., seasonality effects in

the housing market, and that could also affect the probability of adopting VTs, e.g., limited

mobility after stay-at-home orders triggered by the COVID-19 pandemic.

3.2 Uncovering potential confounders from photos

The photos included in each house listing can be used to capture two types of confounders.

The first type relates to the overall effort a seller agent spends on marketing the house,

which can predict both the decision to use VT and sale outcomes. For example, a seller

6Following Proserpio et al. (2021), We adopt the name-gender matching method, using a dictionary of
name-gender pairs from the R software’s gender package. This dataset provides probabilities of name-gender
associations based on historical birth databases.

7Prior research has used a similar variable as an instrument for VT adoption (e.g., Carrillo (2008) uses
the average number of virtual tours displayed by other agents within the same firm as an instrument).
Nevertheless, we cannot discard the possibility that firms using VTs are also learning and updating their
marketing expertise which could directly impact house sale outcomes. As such, we use this variable as a
control that could affect both VT adoption and sale outcomes in our analyses.
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agent who spends time and money on VTs might also care about adding “good pictures” to

his/her listings, and photo quality and content can directly impact sale outcomes. Indeed,

prior research has shown that photo quality can significantly impact demand for short-term

rentals (Zhang et al. 2022), and real estate practitioners suggest that photos of the interior

and exterior of a house, as well as an image of its floor plan, can make the selling process

more efficient. The second type corresponds to unmeasured house characteristics that can

predict both the decision to use VT and sale outcomes. For example, properties with more

favorable visual appeal, which usually sell at a higher price (Elam and Stigarll 2012), might

also be more willing to use VT tours (Carrillo 2008).

To account for these factors in our analyses, we capture the photo count on each house

listing as a proxy for the amount of visual information the seller agent discloses. Furthermore,

we leverage computer vision methods to capture three additional photo-related variables.

Web Appendix B presents illustrating examples.

The first variable is the aesthetic quality of the photos, which can also serve as a proxy

for the visual appeal of a house. To create this variable, we use the Convolutional Neural

Network Image Assessment (NIMA), a model that leverages deep object recognition net-

works to predict human perceptions of the quality of an image and capture semantic-level

characteristics associated with emotions and beauty in images (Talebi and Milanfar 2018).

The second variable is the content distribution of each photo, which captures the scene

type displayed in the photos. To create this variable, we employ the state-of-the-art model for

scene recognition, Places-CNNs (Zhou et al. 2017), a Convolutional Neural Network model

trained on more than 10 million photos of 400+ scene types (e.g., bedroom, kitchen, yard,

swimming pool, etc.)8 Given that the photos depicting houses on Redfin belong to the same

domain of photos for training the model, we use the calibrated model (Zhou et al. 2017) to

8An earlier version of this model has been applied in prior marketing research for detecting scene types
of Airbnb listing photos (Zhang et al. 2022).
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extract the scene types of our photos.9 Based on the extracted scene types, we then include

the top 10 scene types and others.

The third variable is the content diversity, which allows us to distinguish between the

number and the informativeness of the photos included in a listing. For example, two listings

with 10 pictures each could have different degrees of informativeness if, say, the first house

has only photos of the bedroom and the second one has photos of the bedroom, kitchen,

and outside view of the house. We create this variable based on the Gini coefficient of the

distribution of extracted scene types.

3.3 Uncovering potential confounders from open-ended descrip-

tions

The open-ended descriptions seller agents write for a particular house can also capture the

two types of confounders discussed above. For example, a seller willing to spend the time

and cost to use VT might also put effort into writing detailed and appealing descriptions to

attract potential buyers. Moreover, real estate platforms like Redfin and Zillow encourage

sellers to use descriptions to convey relevant information that cannot be disclosed with

pictures, such as recent upgrades or renovations, details about the design or unique features

of the house, etc.

To account for these factors in our analyses, we measure the word count in the description,

which can proxy for the amount of information the seller provides in the description (e.g.,

longer descriptions might contain more details about the house) and the effort he/she is

putting into selling the house (e.g., writing longer description takes time).

We further leverage NLP methods to capture two additional text-related variables. The

first variable is the sentiment of the description, which can proxy for the emotional tone in

a seller’s style that can affect the house-buying process (Levy et al. 2008). To create this

9The code to implement this deep CNN image scene recognition tool is available at https://github.
com/CSAILVision/places365/blob/master/run_placesCNN_basic.py.
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variable, we use the lexicon-based approach of the Valence Aware Dictionary and Sentiment

Reasoner (VADER) (Hutto and Gilbert 2014).

The second variable is the topic distribution of each description, which captures the con-

tent that sellers emphasize. To create this variable, we use the Latent Dirichlet allocation

(LDA) model (Blei et al. 2003) and uncover seven topics10 which, based on their most rele-

vant terms shown in Table 2, we interpret as: renovations, condo amenities, design, location,

spaciousness, investment opportunity, and details on the interiors. Note that these topics

allow us to capture more nuanced house characteristics than standard facts on the listings.

For instance, two houses may have the same square footage, but the layout can create a

different sense of spaciousness. Additionally, two houses in the same zip code might empha-

size location differently based on their proximity to amenities such as convenience stores,

restaurants, or public transportation. Furthermore, a description that mentions investment

opportunities is likely indicating that the house is in a worse condition and requires significant

repairs compared to other similar listings.

4 Methodology

A primary goal of our empirical analyses is to estimate the effect of including a virtual tour

(VT) on a house listing on two key sale outcomes, namely (i) the sale price and (ii) the time

the house stays on the market (TOM). A major empirical challenge is that the adoption of

virtual tours is not random, and it is likely that certain listings may include virtual tours

depending on various factors that also affect sale outcomes, such as the design or visual

appeal of the house, the desirability of the neighborhood, the experience the seller agent

has, or the effort put into selling the house. To address this challenge and account for such

selection bias, we adopt an empirical approach that directly links sale outcomes with the

decision to use VT through a set of confounders X that might simultaneously affect both.

10We determine the optimal number of topics by balancing several criteria, i.e., perplexity score, coherence
score, inter-topic distance, and human interpretability.
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More specifically, we use an interactive regression model in which the sale outcome for a

house i (Yi = Sale Pricei or Yi = TOMi) is a function of whether its listing includes a

virtual tour (VTi) and a set of confounders (X) that also affect the decision of adopting VT:

Yi = g(VTi,Xi) + Ui , E(Ui|VTi,Xi) = 0 (1)

VTi = m(Xi) + Vi , E(Vi|Xi) = 0

In our setting, Xi is a rich set of 1,156 variables comprising baseline controls defined in

Table 1a, which include several house, neighborhood, and seller agent’s characteristics and

time controls, as well as the additional photo and text-related variables defined in Table 1b,

which include the additional confounders uncovered from the unstructured data on each

listing. The functions g(·) and m(·) that govern the outcome model for Yi and the selection

model for VTi, respectively, are a priori unknown and potentially complex (e.g., high-level

interactions between house characteristics), and the relationship between VT adoption and

sale outcomes is potentially heterogeneous on Xi.

To estimate the average treatment effect of VT on sale outcome Y , θY , we leverage recent

advances at the intersection of causal inference and machine learning. In particular, we adopt

the Double Machine Learning (DML) approach (Chernozhukov et al. 2018), which allows us

to approximate functions g(·) and m(·) with flexible and scalable machine learning methods.

The DML estimator is a doubly robust estimator that combines both regression adjustment

and propensity score weighting strategies, and it is robust to misspecifications in either the

outcome or selection model:

θ̂YDML =
1

N

N∑
i

ψY
i (Yi, V Ti,Xi) (2)

ψY
i (Yi, V Ti,Xi) = ĝ(1,Xi)− ĝ(0,Xi) +

VTi(Yi − ĝ(1,Xi))

m̂(Xi)
− (1− VTi)(Yi − ĝ(0,Xi))

1− m̂(Xi)

14



In practice, the DML estimation procedure consists of two steps. The first step is to use

machine learning methods to estimate g(·) and m(·) with cross-validation/sample-splitting.

The second step is to compute the orthogonalized scores or individual treatment effect (ITE)

signals (ψY
i in Equation 2), which can be averaged across individuals to obtain θ̂YDML. The

two critical ingredients of the estimation procedure, cross-fitting and orthogonality, help

eliminate regularization and over-fitting biases from the machine learning methods.

In our implementation of the DML approach, we use the XGBoost algorithm (Chen et al.

2015) to estimate g(·) and m(·) following standard practices in the literature. The choice of

this algorithm is motivated by its flexibility in capturing potentially nonlinear relationships

and its excellent performance in many predictive tasks.11 In our analyses, we focus on the

first step (i.e., selection equation m(·) in Equation 1) to explore the most important factors

that explain VT adoption (see Section 5), the final estimates θ̂YDML to quantify the average

effects of adopting VT on sale outcomes (see Section 6.1), and the individual treatment

effects to explore potential sources of heterogeneity in the effects of VT on sale outcomes

(see Section 6.2).

As with many other methods to adjust for confounders in observational studies (e.g.,

matching, propensity score weighting, regression adjustment), the DML estimator relies on

two identification assumptions. The first assumption is unconfoundedness, which requires

that all confounders be measured and accounted for in the model (i.e., E(Ui|VTi,Xi) = 0

and E(Vi|Xi) = 0 in Equation 1). Despite our efforts to leverage computer vision and

NLP to uncover additional confounders from the text and photos in the listings, we cannot

empirically discard the existence of other unmeasured confounders not captured by this

approach. As such, as we explain after presenting our results, our estimates might not be

interpreted as unbiased but rather as after removing meaningful sources of biases previously

overlooked in the literature (e.g., visual appeal, condition of the house, and seller’s effort).

11The superior predictive performance of this algorithm has been widely recognized across many machine
learning challenges held by Kaggle and KDD cups (Chen and Guestrin 2016). Several prior marketing studies
have also used XGBoost (e.g., Rafieian and Yoganarasimhan 2021, Zhang and Luo 2023) or similar gradient
boosting trees methods (Yoganarasimhan 2020) for complex customer behavior prediction problems.
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The second identification assumption is sufficient overlap, which requires that all units in

the data have a positive probability of being assigned to each condition (i.e., 0 < m(Xi)

< 1). In Web Appendix C, we present an empirical assessment supporting the validity of

this assumption. Moreover, and following Ellickson et al. (2022), we trim the dataset at the

0.01 and 0.99 level of the propensity scores m̂(Xi) to ensure that our results are robust to

extreme values of obtained treatment propensities.

5 What factors explain VT adoption?

In this section, we focus on the selection equation (i.e., m(·) in Equation 1) to explore what

factors can help explain VT adoption. In particular, we are interested in examining: (i) the

relative importance of factors previously studied in the literature (e.g., house, neighborhood,

and seller agent characteristics) and the potential confounders uncovered from the photos

and descriptions on each listing; and (ii) how the use of VT relates to other marketing efforts

in the listing, such as the quality and content of the photos and descriptions of the listings.

To this aim, we use SHAP values (Lundberg et al. 2020) to examine the importance

of different features in explaining VT adoption. In Table 3, we summarize the aggregated

importance for each of the different groups of variables. At the aggregated level, the most

important group of explaining factors of VT adoption are the 14 photo-related variables,

which add up to 26.60% importance. The second most important group are the 24-year-

month fixed effects, which add up to 22.90% importance. The importance of this group is

expected given the trend we observe in the data: the percentage of listings that included a

VT almost tripled after the stay-at-home orders triggered by the World Health Organization

announcement of the COVID-19 pandemic in March 2020 (see Figure 2). The third most

important group are the eight text-related variables extracted from the descriptions of the

listings, which add up to 14.34% importance. Notably, the photo and text-related variables

uncovered from the unstructured data on each listing are more important in explaining VT
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adoption than the standard house and neighborhood characteristics typically used in the

literature.

Next, we examine each feature’s importance in explaining VT adoption. In Figure 3,

we summarize our main results for the top 30 most important features that are not fixed

effects variables, and use color code to indicate the correlation between each feature and VT

adoption. At the individual level, the most important explaining factors of VT adoption are

the average aesthetic quality score, the log of the number of photos on the listing, and the log

number of words in the description. By looking at the sign of the correlations, we find that

the probability of adopting VT increases with the aesthetic quality of the photos included

in the listing, which suggests that sellers strategically decide to use VT for properties with

a higher visual appeal or simply do a better job at providing more higher-quality photos.

We also note that the probability of adopting VT increases with the number of photos

and words in the description, which suggests that sellers who use VTs put significant effort

into describing/promoting the house and use VTs to supplement rather than replace more

traditional sources of information.

Figure 3 also allows us to explore how VT adoption relates to other house, neighborhood,

and seller agent/firm characteristics. For example, we find that the probability of adopting

VT increases with the proportion of listings from both the focal firm and competitors that

featured VT in the past month, which suggests that sellers may have both internal and

competitive incentives to adopt VT. Additionally, we find that the likelihood of adopting

VT increases with the average house value estimate (as measured by the Zillow Home Value

Index) and the number of schools in the area, which suggests that sellers might strategically

opt for VT for houses in more “desirable” neighborhoods with the potential to sell at a higher

price. Furthermore, we note that the probability of adopting VT increases with the seller

agents’ experience and the number of listings a seller agent manages in the same month,

which could suggest that the technology might enable them to grow or manage their listing

portfolio. We provide additional evidence supporting this claim in Section 6.3.
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Finally, we assess the validity of leveraging unstructured data to uncover confounders

to reduce selection bias. Thus, and following Zeng et al. (2022), we examine whether the

photo and text-related variables from the unstructured data on each listing are important

explaining factors of not only the treatment (VT adoption) but also the outcomes of interest

(sale price and TOM). In Figure A3 and Figure A4 of Web Appendix D, we illustrate the top

30 most important variables in explaining sale price and TOM, respectively. Notably, and

as highlighted with “*/**” in Figure 3, many of the photo and text-related variables that

are important explaining factors of VT adoption are also important explaining factors of

sale price and TOM. Moreover, the signs of correlations between these variables can provide

some preliminary evidence of the direction of the selection bias. For instance, listings with

a higher proportion of spaciousness and design topics, which are also more likely to adopt

VT, tend to sell at a higher price. Ignoring such positive correlations would overestimate

the effect of VT on sale prices. Additionally, listings with a higher proportion of living room

photos and a higher proportion of spaciousness topic, which are more likely to adopt VT,

tend to have a shorter TOM. Neglecting such negative correlations would underestimate the

effect of VT on TOM.

In sum, our analyses provide three insights. First, sellers use VTs to supplement more

traditional sources of information in the listings (photos and descriptions). Second, sellers

might strategically opt for VT for houses in more “desirable” neighborhoods or when man-

aging multiple listings. Third, the unstructured data on each listing allow us to identify

confounders that are hard to measure and have been overlooked in previous studies, such as

photo aesthetic quality, content, and description topics.

6 How does VT adoption relate to sale outcomes?

In this section, we investigate the relationship between VT adoption and sale outcomes. We

first present the estimates of the average treatment effects of VT adoption on sale outcomes
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and discuss the potential limitations and robustness of our findings (Section 6.1). Then, we

dig deeper into when and how VT adoption can be more beneficial for sellers by exploring

potential sources of heterogeneity in the effects of VT adoption on sale outcomes (Section 6.2)

and by examining the other potential benefits of using VTs (Section 6.3).

6.1 The average effect of VT adoption on sale outcomes

In Table 4, we present the estimated average treatment effect of VT on sale prices and

TOM, i.e., the DML estimator θ̂YDML in Equation 2. In column 1 and column 2, we start

with a baseline model specification that, similar to prior literature, only controls for house

characteristics, neighborhood characteristics, agent/firm characteristics, time dummies, and

the number of photos included in the listing. Under this baseline specification, we find

that using VT is associated with a 1.1% increase in the sale price (column 1) and a non-

significant change in the time the house stays on the market (column 2). The former estimate

is consistent in sign but smaller in magnitude than the 2%-3% previously found in the

literature (Carrillo 2008, Yu et al. 2020), a difference arguably driven by the richer agent

and firm characteristics we control for. The latter estimate is also consistent with the null

or positive effect found in studies of markets close to ours (Yu et al. 2020).

Next, in columns 3 and 4 of Table 4, we consider a full model specification that incorpo-

rates the additional confounders uncovered from the photos and descriptions on each listing.

Column 3 indicates that after controlling for factors such as the photo aesthetic quality and

proportion of spaciousness topic, which are positively correlated with sale prices and VT

adoption, the effect of VT on sale prices is negligible. Column 4 indicates that after con-

trolling for factors such as spaciousness (or location) discussed in the descriptions, which are

negatively (positively) associated with TOM but positively (negatively) associated with VT

adoption, the effect of VT on TOM turns positive and significant.12

12Our definition of TOM is based on the number of days between the listing date and the sale date. In
Web Appendix E, we show that our main findings are consistent when using an alternative definition used in
prior literature and the real estate industry, i.e., the number is the number of days between the listing date
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In summary, our findings challenge the prevailing belief that using VTs can substantially

improve house sale outcomes. However, like many observational studies, our findings have

limitations. Despite our efforts to capture confounders previously overlooked in the literature

from the unstructured data on each listing, we cannot entirely rule out the possibility of

other unmeasured confounders biasing our estimates. Therefore, our estimates should not

be interpreted as unbiased but rather as after removing meaningful sources of biases that

were overlooked in previous literature, such as the visual appeal and quality of the house and

the seller’s effort in providing visual and textual information about the property. Below, we

summarize two sets of analyses that assess the robustness of our findings to confounders such

as reference prices or different seller’s pricing strategies, and the sensitivity of our findings

to other unmeasured confounders.

Robustness checks with additional measured confounders Major online real estate

platforms like Redfin and Zillow provide algorithmic estimates of each house’s market value,

which help reduce sellers’ and buyers’ uncertainty about house value (Fu et al. 2023). By

serving as a reference point, these estimates might affect both sale prices and the decision

to use VT. For example, because VTs are costly, sellers may be more likely to use them for

houses they are predicted to sell at a higher price. To account for this in our analysis, we

further control for the Redfin estimate of each house value, the most accurate algorithm-

based estimate of home value available online.13 Our results, reported in Table A7 of Web

Appendix F are consistent with our main results in Table 4, i.e., they suggest that controlling

for additional photo and text variables reduces the claimed benefits of VT on sale outcomes.14

and pending contract date, which tends to be significantly shorter but ignores the non-trivial percentage of
pending contracts that fail to result in a completed transaction.

13Redfin estimates are based on more than 500 data points about the market, the neighborhood, and
the home itself, and have a median error rate of 2.16% among for-sale homes and 6.80% among off-market
homes. For more details, see: https://www.redfin.com/redfin-estimate.

14One concern with these home-value estimates is that they were collected after the properties in our
sample were sold. Recent research suggests that these estimates change in response to recent market activity,
list prices, and sale prices (Fu et al. 2022, Malik and Manzoor 2023). As such, these estimates not only reflect
home value but might also pick up any potential effect of VTs on sellers’ list price decisions or sale prices.
However, we hope that our findings regarding the small effect of VT on list prices (see Table A8 in Web
Appendix F) and the insignificant effect of VT on sale prices (see Table 4) help mitigate this concern.
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Another type of confounder that could threaten the interpretation of our findings relates

to pricing strategies consistent with the results we observe. For example, a seller who uses

VT might also start with a higher listing price if she/he wants to increase the probability of

recouping their costs, and higher listing prices reduce the pool of potential buyers and extend

the time a house stays on the market (Knight 2002). To explore this possibility, we use the

same DML framework described above but replace the outcome variable in Equation 1 by (i)

the initial list price, (ii) the number of times the seller decreased the list price, and (ii) the

number of times the seller increased the list price. Our results, reported in Table A8 of Web

Appendix F, indicate that VT adoption is associated with higher list prices, more frequent

subsequent price cuts, and fewer subsequent price rises, thus, pricing strategies that are more

likely to result in longer TOM.15 Moreover, in Web Appendix F, we use a different approach

to show that such pricing strategies fully mediate the increase in TOM associated with VT

adoption. These results suggest that accounting for these confounders does not change our

main finding that the benefits of VT on sale outcomes are smaller than previously thought.

Sensitivity to other unmeasured confounders Although we cannot precisely quantify

how other unmeasured confounders would impact our findings, theoretical knowledge and

market intuition can help us speculate on the direction of the bias they would introduce. For

instance, theoretical “unraveling predictions” suggest that sellers may be more willing to pay

the cost of using VTs for properties they anticipate will benefit from disclosing additional

visual information, e.g., higher quality houses that will sell at a higher price (Carrillo 2008).

As a result, unmeasured confounders are likely to positively bias the effect of VT on sale

prices, which is still in line with our key finding that such an effect is smaller than previously

thought.

15A higher list price followed by more frequent price cuts is a pricing strategy commonly employed by
sellers when uncertain about a house’s value (Lazear 1986), which might suggest that sellers may use VTs
for unique/atypical houses with uncertain value. Nonetheless, our estimates indicate that VT adoption is
associated with a 0.3% increase in listing prices, equivalent to a $2,500 increase in the average list price. Such
a moderate increase might be less likely to reflect significant differences in house characteristics and more
likely to reflect sellers trying to recoup the cost of creating a VT (typically $300-$1000) or overestimating
the benefits of VT on sale price.
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However, the impact of unmeasured confounders on our estimated effect of VT on TOM

is less evident, as it might depend on whether sellers use it to accelerate the selling process

of already “popular houses” that they anticipate selling fast, which could negatively bias our

estimates, or to boost interest for “niche houses” that they anticipate taking longer to sell,

which could positively bias our estimates. Since buyers tend to perceive longer than average

TOM as a bad signal of the house quality (Tucker et al. 2013, Fu et al. 2022), the benefits of

the latter are arguably more prominent than the former. As such, the effect of VT on TOM

is more likely to be positively than negatively biased, which could change our finding on the

positive effect of VT on TOM.

To further examine the sensitivity of the estimated effect of VT on TOM, we follow prior

literature (Manchanda et al. 2015, Zhang et al. 2022) and adopt the Rosenbaum Bounds

Approach (Rosenbaum 2002). As shown in Table A11 of Web Appendix G, we find that

unmeasured confounders of small magnitude can explain away the positive and significant

effect of VT on TOM. Despite changing our conclusion on the direction of the effect of VT

on TOM from positive to insignificant, these results still challenge the prevailing belief that

VTs can help substantially reduce TOM.

6.2 Heterogeneity of the effect of VT adoption on sale outcomes

Thus far, our analyses suggest that, on average, VT adoption does not substantially benefit

house sale outcomes. In this section, we leverage the DML framework to explore potential

sources of heterogeneity of the effect along different dimensions that can shed light on when

and how sellers can use VTs more effectively, including other listing marketing efforts (i.e.,

amount and quality of visual and textual information), seller agent and firm characteristics,

and house and neighborhood characteristics. We also examine differences before and after

the COVID-19 pandemic, which accelerated VT adoption and potentially altered consumer

search and purchase behavior.
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Following prior literature that has studied treatment effect heterogeneity in marketing

settings (e.g., Ascarza 2018, Guo et al. 2020, Ellickson et al. 2022), we compare the estimated

individual treatment effect (ITE) signals or orthogonalized scores ψY
i in Equation 2 among

different groups. To simplify our analysis, we focus on one potential source of heterogeneity

(Z) at a time and compare the ITE signals of groups with high (above median) and low

(below median) values of Z. Table 5 summarizes the averages per group, the p-value of

differences between groups, and highlights in bold the group that benefits significantly more

from using VT (i.e., obtains higher sale price or shorter TOM). Below, we highlight some of

the main significant differences on each dimension.

Differences by other listing efforts Rows 1 and 2 of Table 5 indicate that the estimated

treatment effect of VT on sale prices is smaller for listings with a high photo count or a high

word count. Rows 3, 4, and 6 of Table 5 indicate that the estimated treatment effect of VT on

sale prices is also smaller for listings with high aesthetic quality photos and descriptions with

a higher proportion of design or spaciousness topics. These results suggest that the benefits

of using VT on sale price diminish when sellers have already provided ample and high-quality

information about the house through photos and text, or when houses are already visually

attractive due to their aesthetic, design, or spaciousness.

Differences by seller agent and firm characteristics Rows 7 and 8 of Table 5 indicate

that the estimated treatment effect of VT on price is larger for agents and firms with a lower

number of listings, and the estimated treatment effect of VT on TOM is smaller for firms

with a lower number of listings. These results suggest that the benefits of using VTs are

higher for smaller seller agents and firms.

Differences by house and neighborhood characteristics Rows 9 and 10 of Table 5

indicate that the estimated treatment effect of VT on TOM is smaller for Townhouses than

for Condos, and smaller for Single Family houses than for Condos. Since Condos are typically
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more standardized than Townhouses and Single Family houses, these results suggest that

the benefit of using VT on TOM is smaller when the properties are more homogeneous.

Rows 11 and 12 of Table 5 indicate that the estimated treatment effect of VT on sale

prices is higher for houses in neighborhoods with a higher proportion of Black and Hispanic

populations or lower median household income, and the estimated treatment effect of VT

on TOM is smaller for these same groups. These results suggest that the benefits of using

VT on both sale price and TOM are higher for houses in neighborhoods with more racial

minorities and lower-income populations. Although our empirical setting does not allow

us to identify the precise mechanism behind this finding, one possible explanation is that

3D virtual tours (VTs) may be particularly valuable in mitigating the greater uncertainty

surrounding property values in these neighborhoods. Additionally, we note that listings in

these neighborhoods typically feature fewer photos with lower aesthetic quality and are more

likely to be managed by smaller seller agents or firms, which based on our findings above,

also tend to benefit more from VT adoption.

Differences before and after COVID-19 pandemic Row 14 of Table 5 indicates the

effect of VT on TOM was larger in the period before than after the COVID-19 pandemic,

suggesting that using VTs might have been more beneficial for sellers when mobility was

restricted and in-person tours were not allowed. While the pandemic generated significant

disruptions that permanently changed consumption in low-involvement categories such as

restaurant delivery (Oblander and McCarthy 2022) or music (Sim et al. 2022), it is not

immediately clear whether changes in high-involvement categories such as the housing market

will be permanent too. To further investigate this, we regress the individual treatment effect

(ITE) signals ψY
i in Equation 2 against dummies indicating the number of months after the

pandemic (April 2020 is the first month after the pandemic). Our results, reported in Table 6,

suggest that the effect of using VT on sale price is not significant before the stay-at-home

orders and does not change significantly afterward, and that the effect of using VT on TOM

was positive before the stay-at-home orders but decreases significantly and turns negative
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for houses sold two or three months afterward. Therefore, using VT helped to reduce TOM

for properties sold in May or June 2020, but the benefits were short-term and returned to

pre-pandemic levels after that period.

In sum, our findings uncover conditions when using VTs could be more or less beneficial

for sale outcomes. In particular, VTs can provide higher benefits in terms of sale prices and

TOM for sellers who need to minimize other listing marketing efforts (i.e., fewer pictures

or shorter descriptions), for houses in neighborhoods with a higher proportion of racial

minorities or lower-household income, and seller agents/firms of smaller sizes. It is worth

noting that even in these most beneficial cases, the effect of VTs on sale outcomes is modest

and reaches a maximum of a 0.6% increase in sale price. One exception is the more sizable

13.5% (17.8%-4.3%) reduction in TOM during the COVID-19 pandemic stay-at-home order,

but this benefit was short-term and returned to pre-pandemic levels after a few months.

6.3 Other potential benefits of VT adoption

Thus far, our findings challenge the prevailing belief that VTs can significantly improve sales

outcomes and suggest that the benefits of VTs are modest, even in the best-case scenarios.

These results raise the question of why this costly tool has gained so much popularity in

the real estate industry. In this section, we explore other incentives sellers might have to

use VTs as a marketing tool. For instance, if VTs help home buyers evaluate options more

efficiently, these tools might help seller agents or firms filter out less-serious buyers and

potentially make their selling process more efficient. Or, if homeowners perceive VT as a

signal of tech-savviness or experience, using VT might allow seller agents or firms to attract

more customers and increase their portfolio of listings.

The relationship between VTs and different stages of the home buying process

First, we examine the relationship between VTs and different stages of the home buying

process and its potential implications for sellers. To this aim, we examine the relationship
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between VT adoption and several metrics provided by Redfin that summarize how users

interact with listings, including the number of users that have: (i) favorited a listing they

want to track, (ii) crossed out a listing they are no longer interested in, and (iii) scheduled a

tour to visit the property with a Redfin buyer agent. To examine how VT adoption relates to

these metrics, we use the same DML framework described in Section 4, using these metrics

as the outcome variable in Equation 1.

We present our results in Table 7. Column 1 indicates that listings with VTs have a

higher favorite count, suggesting that VTs help sellers attract more interest from potential

buyers. Such a finding is consistent with Yan et al. (2021), who find that listings with VT

receive higher web traffic and likes on a Chinese real estate platform. Notably, column 2

indicates that listings with VTs also have a higher cross-out count, suggesting that VTs help

consumers evaluate and screen out their alternatives. Lastly, column 3 indicates that listings

with VTs have a higher Redfin tour request count, suggesting that buyers still prefer to tour

a house in person as they continue their decision-making process, which could explain the

limited benefits of using VTs on final sale outcomes.16

We acknowledge that the aggregated metrics used for this analysis have limitations in

tracking individual home buyers’ use of VTs at different stages of their decision-making

process and only capture the interest a house receives through Redfin. Nevertheless, and

to the best of our knowledge, these results are among the first suggestive evidence that: (i)

buyers use VTs in the early stages of the search process to evaluate and screen out properties

more efficiently but are likely to continue the rest of their journey as they typically would

and (ii) sellers who use VTs might attract more interest to their listing and also screen out

less interested buyers.

16One concern with these results is that these outcomes are a function of TOM, i.e., houses that are listed
for longer should naturally get more views and interactions from users, and at the same time, TOM might
be affected by VT adoption. Nonetheless, in Web Appendix H we show that these results are consistent
after normalizing these outcomes by the number of days the house has been on the market.
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The relationship between VT adoption and listing portfolio size Next, we examine

the possibility that VTs help seller agents and firms expand their listing portfolio or manage

a larger listing portfolio. To this aim, we run a regression where the dependent variable is

the log-transformed number of properties a seller agent/firm listed in a given month, and

the independent variable is the proportion of those listings that use VTs.

We present our results in Table 8. At the firm level, column 2 indicates that after

controlling for firm and year-month fixed effects, using VT in all listings is associated with a

2.4% increase in the average number of listings a firm manages in the same month. Similarly,

the estimates in column 4 suggest that after controlling for firm and year-month fixed effects,

using VT in all listings is associated with a 1.8% increase in the number of listings an

individual agent manages in a given month.

We acknowledge that these results can only be interpreted in a correlational fashion.

Nevertheless, and to the best of our knowledge, these results are among the first suggestive

evidence that sellers can use VTs to expand or manage their listing portfolios.

7 Conclusions

Virtual reality (VR) has become increasingly prevalent in many sectors. One type of VR

tool that has gained significant popularity in the real estate industry is 3D virtual tours

(VT), which allow buyers searching for properties online to virtually walk through properties

online and promise sellers boosted sale prices and reduced time on the market. Nonetheless,

empirical research on the topic has been limited and has paid little attention to what factors

explain VTs adoption and VTs’ marginal impact on sale outcomes, especially relative to

other marketing efforts. In this paper, we conduct an empirical study to fill in some of

these gaps and arrive at four main findings. First, we find that sellers who use VT are

also more likely to include longer descriptions, more photos, and higher aesthetic photos

on a house listing, suggesting that sellers use VTs to supplement rather than replace more
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traditional sources of information. We also note that VTs are more likely to be adopted for

houses located in areas of higher value and that the adoption of VT increased rapidly in the

months following the COVID-19 lockdown policies. Second, we find that after controlling for

interpretable confounders uncovered from the text and photos on the listing, which can proxy

for the visual appeal and quality of the house and the effort made by the seller in providing

visual and textual information about the property, VTs do not improve sale prices and

TOM on average. Third, we find that VTs can better improve sale outcomes for sellers who

need to minimize other listing marketing efforts (i.e., fewer pictures or shorter descriptions),

for houses in neighborhoods with a higher proportion of Black and Hispanic populations

or lower average household income, and sellers agents/firms of smaller size. Lastly, we

provide suggestive evidence that VT adoption may provide benefits other than improving

sale outcomes, such as helping consumers screen their options efficiently and helping sellers

grow and manage their portfolios effectively.

Our research contributes to different streams of literature. First, it contributes to the

growing literature on the impact of using virtual reality in the marketplace (e.g., Gallino

and Moreno 2018, Meißner et al. 2020, Tan et al. 2022). Specifically, our research highlights

that the benefits of using VT tools might be more moderate for high involvement and high-

risk products/contexts. Second, our findings contribute to the marketing and economics

literature about the impacts of VTs on sale outcomes in the real estate industry (e.g., Carrillo

2008, Yan et al. 2021). Inspired by recent literature (e.g., Keith et al. 2020, Zeng et al.

2022) that utilizes unstructured text data to uncover otherwise unobserved confounders,

we leverage both unstructured text and photo data to investigate the factors associated

with VT adoption as well as the marginal value of VTs. Lastly, our research adds to the

marketing literature on the role of visual information in different marketing contexts (e.g.,

Hartmann et al. 2021, Zhang et al. 2022, Zhang and Luo 2023). More specifically, it examines

the marginal value of newer visual technologies relative to more traditional ones and other

marketing strategies.
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Our research offers several guidelines on when and how to use VT to obtain higher

benefits. First, we find that providing a variety of high-quality photos and rich textual

information can be equally or more effective than adding VTs; hence, sellers working on

a tight budget/schedule might consider focusing on the former. Second, we find that VTs

can better benefit sale outcomes for properties in neighborhoods with higher Black and

Hispanic populations and lower average household incomes; hence, sellers and policymakers

might consider adopting/encouraging the adoption of VT in those neighborhoods. Last,

VT creators might consider adjusting their clients’ expectations regarding sale outcome

improvements and highlight other benefits these tools can provide, such as screening out

less interested buyers and more efficiently managing and growing their listing portfolio.

Our research also provides some fruitful directions for future work. First, despite our best

efforts to leverage the unstructured data on each listing to adjust for as many confounders

as possible, our findings cannot be interpreted as unbiased but rather as after removing

meaningful sources of biases that were overlooked in previous literature (e.g., the visual

appeal and quality of the house and the effort made by the seller in providing visual and

textual information about the property). Future research could collaborate with real estate

platforms or firms to run field experiments that randomize VT adoption to obtain unbiased

estimates of their effect on sale outcomes. Second, while we study the role of VTs in house

sales, future research could explore the role of VTs in the context of rentals, as VTs are

already available on long-term rental platforms like Apartments.com and could be potentially

adopted for short-term rental platforms like Airbnb. In particular, it would be interesting

to examine whether the benefits of using VTs increase in these lower-risk settings. Finally,

while we provide some initial suggestive evidence of the benefits other than sale outcome

improvements that VT can bring to sellers, more research is needed to understand how these

tools can help the process of buying and selling a house. For example, it might be interesting

to explore whether web traffic and engagement information from the VT links can help sellers

segment and retarget interested buyers, etc.
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Figure 1: Illustration of a 3D Virtual Tour
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Note: Images 1 to 9 capture the sequence of interactions with the 3D virtual tour in this listing. In each
image, the mouse cursor highlights the user’s click, leading to the view of the house in the subsequent image.
In images 1 and 2, the user clicks to access and start the 3D virtual tour, respectively. In image 3, the user
clicks on the direction of the patio. In image 4, the user clicks on the floor plan. In image 5, the user clicks
on the larger bedroom. In images 6 and 7, the user clicks to turn left and rotate the view of the room. In
image 8, the user clicks toward the office room door.

Figure 2: Percentage of listings with VTs by listing dates
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Note: The red dashed line indicates the date of the World Health Organization announcement of the COVID-
19 pandemic in March 2020.
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Figure 3: Top 30 most important explaining factors of VT adoption, excluding fixed effects
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Note: The bar sizes represent each variable’s importance, measured as the mean of the absolute SHAP
values. The color codes represent the correlation between each variable and VT adoption. The red (gray)
tones indicate a positive (negative) correlation, and the cutoff within each tone is based on the median
correlations in the data. “*” indicates that the photo or text variable is also among the top 30 most
important explaining factors of sale price, and “**” indicates that the photo or text variable is also among
the top 30 most important explaining factors of TOM.
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Table 1a: Definitions of control variables: house, neighborhood, agent/firm, time

Name Definition

House characteristics:
Property Type Single family, townhouse, or condo
Square footage The square footage of a house (log-transformed)
Bedroom count The number of bedrooms in a house
Bathroom count The number of bathrooms in a house
Age The number of years since initial construction
Renovated Whether the house has been renovated since initial construction
Years since renovation The number of years since last renovation
Lot size The square footage of the entire lot (log-transformed)
Garage space The space available for housing a motor vehicle
Fireplace count The number of fireplaces in a house
Pool Whether there is a pool in a house
Story count The number of floors of a house
Basement Whether there is a basement in a house
Parking space The space available for parking a motor vehicle
Laundry Inside, community, other, or none
HOA fees A monthly fee assessed by the homeowners association to pay for the

services it provides (log-transformed)
Move-in ready Whether the description mentions the house is “move-in ready”
Vacant Whether the description mentions the house is vacant (i.e., not occupied

by tenants or the owner)

Neighborhood characteristics:
Population The total population in the local census unit (log-transformed)
Prop. of Black population Proportion of Black population in the local census unit
Prop. of Hispanic population Proportion of Hispanic population in the local census unit
Average income Median household income in the local census unit (log-transformed)
Zillow Home Value Index Zillow’s estimates of the average home value in the local zip code area

in the past month (log-transformed)
Avg. school rating Schools’ average GreatSchhools rating
School count The number of schools in the house’s service area
Walkability The Walk Score (from 0 to 100) of an address. A higher score indicates

better access to public transit, better commutes, and proximity to the
people and places.

Bikeability The Bike Score (from 0 to 100) of an address. A higher score indicates
higher convenience of using bikes for daily errands.

Avg. offer count The average number of offers received by houses listed in the local neigh-
borhood (often smaller than a local zip code area) in the past month

Prop. of competitors’ listings
with VTs

The proportion of listings with a virtual tour for competing firms in the
past month in a local zip code area

Zip code dummies There are 268 zip code dummies.

Note: Log transformation on a variable x means log(1+x). “Past” and “current month” are with respect to the sale date.
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Table 1a Continued: Definitions of control variables: house, neighborhood, agent/firm, time

Name Definition

Agent/Firm characteristics:
Experience Measured by the number of properties sold by the same agent in the

past year (log-transformed).
Female The probability of the agent name being associated with the female

gender
Agent listing count The number of properties listed by the same agent in the current month.
Firm listing count The number of properties listed by the same firm in the current month.
Prop. of own firm’s listings with

VTs
The proportion of listings with a virtual tour for the focal firm in the
past month.

Firm dummies The firm the agent belongs to. There are 806 firm dummies.

Time controls:
Year-month dummies The year-month of the sale date of the house. There are 25 year-month

dummies (from 2019-03 to 2021-03).

Note: Log transformation on a variable x means log(1 + x).

Table 1b: Definitions of control variables: photo and text description

Name Definition

Photo-related variables:
Photo count The number of photos on a listed house (log-transformed)
Aesthetic quality Photos’ average aesthetic quality score of a house. The aesthetic scores

are generated by Google’s Neural Image Assessment tool.
Content distributions The proportion of photos of each of the following 11 scene types: liv-

ing room, kitchen, bathroom, house, bedroom, dining room, entrance
hall, lawn, neighborhood, floorplan, and others. The scene types are
generated by Places-CNNs.

Content diversity Based on the Gini coefficient of the full content distributions.

Text-related variables:
Word count The number of words in the house text description provided by the

selling agent (log-transformed)
Sentiment The sentiment of the house text description. The text sentiment is

extracted with VADER.
Topic distributions The proportion of the text description of each of the following seven

topics: renovations, condo amenities, design, location, spaciousness, in-
vestment opportunity, and interiors. The topics are extracted with LDA.

Note: Log transformation on a variable x means log(1 + x).
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Table 2: LDA topics

Most relevant terms Interpretation

Topic 1 New, remodel, brand, paint, roof, upgrade, window,
throughout, tile, cabinet, door, fixture, water heater,
newer, bathroom, dual pan, install, update

Renovations

Topic 2 Unit, condo, community, complex, balcony, park, town-
house, include, building, townhome, hoa, amenity,
restaurant, private, space, two, storage

Condo amenities

Topic 3 Custom, build marble, cabinetry, high end, glass, de-
signer, finish, design, gourmet, luxurious, feature, suite,
island, stun, appliance, modern

Design

Topic 4 School, great, freeway, family, close, shop, park, locate,
nice, near, neighborhood, backyard, beautiful, location,
perfect, plenty, lot

Location

Topic 5 Space, view, outdoor, deck, open, perfect, private, enjoy,
entertain, office, expansive, living, din, provide, flow, fill,
suite

Spaciousness

Topic 6 Property, lot, house, adu, potential, one, sell, back, orig-
inal, need, primary, owner, year, make, dream, buyer,
street, seller, investor

Investment
opportunity

Topic 7 Master, upstairs, downstairs, fireplace, bathroom, fam-
ily, shower, walk closet, bath, separate, open, suite, fea-
ture, full, spacious, formal

Interiors

Table 3: Aggregated feature importance by groups

Group of features N. of features Aggregated importance

Photo-related variables 14 26.60%

Year-month fixed effects 24 22.90%

Text-related variables 8 14.34%

Neighborhood characteristics 11 13.42%

Agent/firm characteristics 5 9.34%

House characteristics 20 6.16%

Firm fixed effects 805 5.25%

Zip code fixed effects 269 1.98%

Total 1, 156 100.00%

37



Table 4: Effect of VT adoption on house sale outcomes

Baseline specification Full specification

Sale price TOM Sale price TOM
(1) (2) (3) (4)

Has 3D virtual tour 0.011∗∗∗ 0.006 0.002 0.030∗∗∗

Additional controls:
Text-related variables No No Yes Yes
Other photo-related variables No No Yes Yes

Baseline controls:
Photo count Yes Yes Yes Yes
House characteristics Yes Yes Yes Yes
Neighborhood characteristics Yes Yes Yes Yes
Agent/firm characteristics Yes Yes Yes Yes
Year-month fixed effects Yes Yes Yes Yes
Zip code fixed effects Yes Yes Yes Yes
Firm fixed effects Yes Yes Yes Yes

Observations 73,684 73,684 73,685 73,685
Selection model out-of-sample AUC 79.66% 79.66% 80.88% 80.88%
Outcome model out-of-sample R2 0.947 0.114 0.952 0.127

Note: Dependent variables are log-transformed by log(1+y). We trim the dataset at the 0.01 and 0.99
levels of the treatment propensities and the 0.0005 and 0.9995 quantiles of the individual treatment
effects.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.
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Table 5: Heterogeneity in the effects of VT on sale outcomes by different dimensions

Effect of VT on sale price ψSalePrice
i Effect of VT on TOM ψTOM

i

Low group High group p-value Low group High group p-value

Photo and text-related variables:
(1) Photo count 0.004 0.000 0.084 0.033 0.027 0.604
(2) Word count 0.005 -0.001 0.038 0.022 0.038 0.123
(3) Aesthetic quality 0.005 -0.001 0.009 0.028 0.032 0.684
(4) Prop. of design topic 0.005 -0.001 0.015 0.030 0.030 0.988
(5) Prop. of location topic -0.002 0.006 0.002 0.040 0.019 0.048
(6) Prop. of spaciousness topic 0.005 -0.001 0.014 0.028 0.032 0.662

Agent/Firm characteristics:
(7) Agent listing count 0.003 -0.001 0.087 0.029 0.034 0.655
(8) Firm listing count 0.006 -0.002 0.005 0.017 0.044 0.010

House characteristics:
(9) Townhouse over Condo 0.003 -0.002 0.306 0.055 0.015 0.052
(10) Single Family Residential over Condo 0.003 0.002 0.696 0.055 0.026 0.035

Neighborhood characteristics:
(11) Prop. of Black and Hispanic pop. -0.002 0.006 0.001 0.052 0.008 0.000
(12) Average income 0.006 -0.002 0.003 0.017 0.042 0.018
(13) Zillow Home Value Index 0.004 0.000 0.114 0.016 0.044 0.011

After COVID-19:
(14) After vs. before COVID-19 0.001 0.002 0.683 0.042 0.019 0.030

Note: Dependent variables are the estimated individual treatment effects for log-transformed sale price and TOM. Bold
numbers are used to highlight the group that benefits significantly more from using VT (p-value < 0.10), i.e., obtains
higher sale price or shorter TOM when using VT. We trim the dataset at the 0.01 and 0.99 levels of the treatment propen-
sities and the 0.0005 and 0.9995 quantiles of the individual treatment effects.
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Table 6: Heterogeneity in the effects of VT on sale outcomes by months after
COVID-19 pandemic declaration

Effect of VT on sale price ψSalePrice
i Effect of VT on TOM ψTOM

i

Intercept 0.001 0.043∗∗∗

After 1 month 0.005 −0.044

After 2 months −0.011 −0.178∗∗∗

After 3 months 0.005 −0.154∗∗∗

After 4 months 0.003 −0.025

After 5 months 0.007 0.010

After 6 months −0.005 0.005

After 7 months 0.002 −0.024

After 8 months −0.002 −0.032

After 9 months 0.001 0.027

After 10 months 0.005 0.029

After 11 months −0.007 0.006

After 12 months 0.008 −0.031

Observations 73,685 73,685
R2 0.0001 0.001

Note: Dependent variables are the estimated individual treatment effects for log-transformed sale
price and TOM. We trim the dataset at the 0.01 and 0.99 levels of the treatment propensities
and the 0.0005 and 0.9995 quantiles of the individual treatment effects.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.
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Table 7: Effect of VT adoption on favorites, X-outs, and Redfin tours

Favorite count X-out count Redfin tour count
(1) (2) (3)

Has 3D virtual tour 0.100∗∗∗ 0.054∗∗∗ 0.016∗∗∗

Additional controls:
Text-related variables Yes Yes Yes
Other photo-related variables Yes Yes Yes

Baseline controls:
Photo count Yes Yes Yes
House characteristics Yes Yes Yes
Neighborhood characteristics Yes Yes Yes
Agent/firm characteristics Yes Yes Yes
Year-month fixed effects Yes Yes Yes
Zip code fixed effects Yes Yes Yes
Firm fixed effects Yes Yes Yes

Observations 73,685 73,684 73,684
Selection model out-of-sample AUC 80.88% 80.88% 80.88%
Outcome model out-of-sample R2 0.509 0.424 0.113

Note: Dependent variables are log-transformed by log(1+y). We trim the dataset at the 0.01 and
0.99 levels of the treatment propensities and the 0.0005 and 0.9995 quantiles of the individual treat-
ment effects.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.

Table 8: Relationship Between VT usage and number of listings

Firm listing count Agent listing count

(1) (2) (3) (4)

Prop. listings with VT 0.181∗∗∗ 0.024∗ 0.022∗∗∗ 0.018∗∗∗

Controls:
Year-month fixed effects No Yes No Yes
Firm fixed effects No Yes No Yes

Observations 13,098 13,098 41,213 41,213
R2 0.006 0.767 0.002 0.125

Note: Dependent variables are log-transformed by log(1+y).

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.
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Web appendices

A Summary statistics

Below, we provide summary statistics for all the variables used in our analyses.

Table A1a presents the summary statistics for house, neighborhood, and seller agent/firm

characteristics extracted from house listings on Redfin, as well as additional sources such as

Safegraph Open Census Data and Zillow Home Index Value (see Section 3.1 of the main

manuscript). Table A1b presents the summary statistics for the text and photo-related

variables uncovered from the unstructured data on the listings, i.e., the descriptions and

the photos the seller includes in the listing (see Section 3.2 and Section 3.3 of the main

manuscript). Last, Table A2 presents the summary statistics for the two main sale out-

come variables, as well as different pricing strategy variables (see Section 6.1 of the main

manuscript).

B Illustrating photo-related variables

Below, we provide examples to illustrate the photo-related variables described in Section 3.2

of the main manuscript.

Figure A1 illustrate two listings of houses of comparable characteristics (price range,

location, and size) that have a similar number of photos but different aesthetic quality scores.

The listings in panel (a) and panel (b) have below and above median photo aesthetic quality

scores, respectively. Some notable differences between these two examples are the lighting

of images (e.g., photos in panel (b) have much better lighting) and the angle at which the

photos are taken and its impact on how much of the space is visible in the shots (e.g., larger

zoom in panel (a) crops a lot of objects in the image and does not provide a full image of

the rooms).
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Table A1a: Summary statistics of control variables: house, neighborhood, agent/firm

Mean St. Dev. Pctl(25) Median Pctl(75)

House characteristics:
Single family 0.73 0.44 0 1 1
Townhouse 0.09 0.28 0 0 0
Condo 0.18 0.39 0 0 0
Square footage∗ 7.35 0.58 7.07 7.34 7.63
Bedroom count 3.09 1.00 2 3 4
Bathroom count 2.26 0.89 2.00 2.00 3.00
Age 51.51 26.38 32 53 69
Renovated 0.84 0.37 1 1 1
Years since renovation 40.88 28.42 15 42 63
Lot size∗ 9.15 1.74 8.64 8.90 9.62
Garage space 1.74 0.78 1.00 2.00 2.00
Fireplace count 0.69 0.51 0 1 1
Pool 0.34 0.47 0 0 1
Story count 0.77 0.77 0.00 1.00 1.00
Basement 0.02 0.14 0 0 0
Parking space 1.98 1.15 2.00 2.00 2.00
Laundry 2.11 1.02 1 3 3
HOA fees∗ 1.92 2.68 0.00 0.00 5.34
Move-in ready 0.03 0.18 0 0 0
Vacant 1.00 0.03 1 1 1

Neighborhood characteristics:
Population∗ 7.44 0.55 7.07 7.43 7.77
Prop. of Black population 0.07 0.13 0.01 0.03 0.08
Prop. of Hispanic population 0.35 0.26 0.14 0.28 0.52
Average income∗ 11.37 0.43 11.09 11.39 11.65
Zillow Home Value Index∗ 13.44 0.49 13.11 13.37 13.71
Avg. school rating 5.98 1.73 4.67 6.00 7.33
School count 4.11 1.56 3 3 6
Walkability 52.93 27.22 32 58 75
Bikeability 46.31 22.32 31 50 62
Avg. offer count 7.46 7.21 2 5 10
Prop. of competitors’ listings with VTs 0.12 0.15 0.00 0.07 0.20

Agent/firm characteristics:
Experience∗ 1.32 1.14 0.00 1.10 2.08
Female 0.48 0.48 0.004 0.21 1.00
Agent listing count 1.62 1.73 1 1 2
Firm listing count 33.46 67.37 2 8 27
Prop. of own firm’s listings with VTs 0.14 0.30 0.00 0.00 0.00

Note: ∗ The averages of these variables before log-transformation are: 1,731 for square footage, 749,938
for lot size, 115 for HOA fees, 2,003 for population, 94,685 for average income, 791,387 for Zillow Home
Value Index, and 7.158 for seller agent experience.
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Table A1b: Summary statistics of photo and text-related variables

Mean St. Dev. Pctl(25) Median Pctl(75)

Photo-related variables:
Photo count∗ 3.26 0.56 3.00 3.33 3.61
Aesthetic quality 4.61 1.50 4.94 5.10 5.21
Prop. of living room photos 0.15 0.10 0.09 0.15 0.21
Prop. of kitchen photos 0.11 0.07 0.07 0.11 0.14
Prop. of bathroom photos 0.10 0.06 0.07 0.10 0.14
Prop. of house photos 0.10 0.12 0.04 0.08 0.13
Prop. of bedroom photos 0.08 0.07 0.00 0.07 0.12
Prop. of dining room photos 0.04 0.04 0.00 0.03 0.06
Prop. of entrance hall photos 0.02 0.04 0.00 0.00 0.03
Prop. of lawn photos 0.03 0.06 0.00 0.00 0.04
Prop. of neighborhood photos 0.03 0.06 0.00 0.00 0.04
Prop. of floorplan photos 0.01 0.02 0.00 0.00 0.00
Prop. of other photos 0.07 0.09 0.00 0.05 0.10
Content diversity 0.85 0.05 0.82 0.85 0.88

Text-related variables:
Word count∗ 4.84 0.62 4.61 4.96 5.20
Sentiment 0.91 0.18 0.93 0.97 0.99
Prop. of renovations topic 0.14 0.20 0.002 0.05 0.23
Prop. of condo amenities topic 0.14 0.23 0.002 0.004 0.21
Prop. of design topic 0.09 0.15 0.002 0.004 0.13
Prop. of location topic 0.19 0.25 0.002 0.08 0.32
Prop. of spaciousness topic 0.14 0.20 0.003 0.01 0.23
Prop. of investment opportunity topic 0.10 0.18 0.002 0.004 0.14
Prop. of interiors topic 0.19 0.23 0.003 0.07 0.32

Note: ∗ The average of these variables before log-transformation are: 28.6 for photo count and 141.7 for word
count.

Table A2: Summary statistics of outcome variables

Mean St. Dev. Pctl(25) Median Pctl(75)

Sale price∗ 13.48 0.54 13.12 13.40 13.76
Time on market∗ 4.15 0.53 3.76 4.08 4.49
List price∗ 13.49 0.55 13.12 13.40 13.76
Price decrease count∗ 0.18 0.38 0.00 0.00 0.00
Price increase count∗ 0.04 0.17 0.00 0.00 0.00

Note: ∗ The average of these variables before log-transformation are: 844,050 for sale
price, 72.66 for time on market, 855,877 for list price, 0.312 for price decrease count and
0.059 for price increase count.
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Figure A1: Examples of listings with photos of different levels of aesthetic quality

(a) Listing with average aesthetic quality photos below median

(b) Listing with average aesthetic quality photos above median

Note: In each example, the first image corresponds to a screenshot of the photo layout shown on a property
listing. The remaining photos are a sample of the album re-scaled to keep the original height-width ratio of
each photo.

Figure A2 illustrates two listings that have a similar number of photos but different

content diversity. In the listing in panel (a), the majority of the photos provide views of the

exterior of the house (e.g., patio and lawn), and the photos of the interior do not show all

the rooms in the house (e.g., the kitchen and bathroom are visible, but the living room and

bedrooms are missing). In the listing in panel (b), each photo provides a view of different

exterior and interior areas of the house.

C Assessing the overlap assumption

To assess whether our data meet the overlap or positivity assumption (i.e., 0 < m(Xi) < 1),

we adopt two approaches. The first approach suggested by McCaffrey et al. (2013) and

utilized by Ellickson et al. (2022) assesses the degree of covariate balance by calculating
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Figure A2: Examples of listings with photos of different levels of content diversity

(a) Listing with photo content diversity below median

(b) Listing with photo content diversity above median

Note: In each example, the first image corresponds to a screenshot of the photo layout shown on a property
listing. The remaining photos are a sample of the album re-scaled to keep the original height-width ratio of
each photo.

each covariate’s “population” standardized bias (PSB). For each pre-treatment covariate k

(k = 1, 2, ..., K), a PSB is given by:

PSBk =
|X̄kw − X̄kp|

σ̂kp
(3)

where X̄kw =
∑

i
V TiXki
m̂(Xi)∑

i
V Ti

m̂(Xi)

is the propensity-weighted mean of the covariate k, and m̂(Xi) is

estimated propensity score. X̄kp and σ̂kp are the unweighted mean and standard deviation

of covariate k for all observations. McCaffrey et al. (2013) note that generally PSBs “of less

than 0.20 are considered small, 0.40 are considered moderate, and 0.6 are considered large.”

Table A3a and Table A3b report the PSB scores across all covariates (except for year-month,

zip-code, and firm fixed-effect dummies). We find that most covariates have PSB smaller

than 0.2. Only seven of the 58 covariates fall in the low category of 0.20-0.40. And no cases
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fell in the median (0.40-0.60) or large (>0.6) difference category. The results suggest that

the overlap or positivity assumption is likely satisfied in our setting.

As a robustness check, we use a second approach suggested by Austin (2011) and utilized

by Zhang and Luo (2023) to check the quality of estimated propensity score m̂(Xi) utilized in

our DML framework. The intuition is that if the propensity scores’ quality is good, we would

see that the covariates adjusted by the propensity scores are balanced across the treated and

control conditions. The covariate difference after propensity score adjustment between the

treated and control is defined as:

dadjusted =
|X̄adj

k,V Ti=1 − X̄adj
k,V Ti=0|√

sadjk,V Ti=1
2+sadjk,V Ti=0

2

2

(4)

Where X̄adj
k,V Ti=v =

∑
i∈{i|V Ti=v} wiXki∑

i wi
is the weight adjusted average Xk for condition V Ti =

v, sadjk,V Ti=v
2 =

∑
i∈{i|V Ti=v} wi

(
∑

i∈{i|V Ti=v} wi)2−
∑

i∈{i|V Ti=v} w2
i

∑
i∈{i|V Ti=v}wi(Xki − X̄adj

k,V Ti=v)
2 is the weight

adjusted variance of Xk for condition V Ti = v , and wi =
V Ti

m̂(Xi)
+ 1−V Ti

1−m̂(Xi)
is the weight. As

per Austin (2009), dadjusted ≤ 0.2 indicates an adequate balance in covariates between treated

and control conditions and thus a good quality of estimated propensity scores. Table A3a

and Table A3b report the dadjusted scores across all covariates (except for year, zip-code, and

firm fixed effect dummies). The dadjusted of all covariates are smaller than 0.2, indicating

adequate balance in covariates between treated and control conditions after adjustment and

providing further support that the overlap or positivity assumption is likely satisfied in our

setting.
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Table A3a: Balance checks for baseline control variables

Variable PSB score dadjusted

House characteristics:
Single family 0.04 0.02
Townhouse 0.03 0.02
Condo 0.03 0.00
Square footage 0.09 0.03
Bathroom count 0.12 0.03
Bedroom count 0.03 0.00
Age 0.01 0.00
Renovated 0.01 0.04
Years since renovation 0.02 0.01
Lot size 0.02 0.00
Garage space 0.02 0.01
Fireplace count 0.09 0.03
Pool 0.04 0.00
Story count 0.00 0.02
Basement 0.04 0.02
Parking space 0.08 0.05
Laundry 0.04 0.02
HOA fees 0.05 0.02
Move-in ready 0.03 0.02
Vacant 0.01 0.03

Neighborhood characteristics:
Population 0.04 0.01
Prop. of Black population 0.02 0.00
Prop. of Hispanic population 0.15 0.06
Median household income 0.07 0.03
Avg. school rating 0.06 0.02
School count 0.13 0.05
Bikeability 0.05 0.00
Walkability 0.06 0.02
Zillow Home Value Index 0.22 0.08
Avg. offer count 0.06 0.03
Prop. of competitors’ listings with VTs 0.35 0.08

Agent/firm characteristics:
Experience 0.18 0.01
Female 0.05 0.01
Firm listing count 0.14 0.05
Agent listing count 0.09 0.03
Prop. of own firm’s listings with VTs 0.37 0.07
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Table A3b: Balance checks for text and photo related variables

Variable PSB score dadjusted

Photo-related variables:
Photo count 0.25 0.10
Aesthetic Score 0.09 0.01
Prop. of living room photos 0.14 0.05
Prop. of kitchen photos 0.01 0.01
Prop. of bathroom photos 0.02 0.00
Prop. of house photos 0.09 0.03
Prop. of bedroom photos 0.13 0.04
Prop. of dining room photos 0.10 0.03
Prop. of entrance hall photos 0.04 0.00
Prop. of lawn photos 0.06 0.02
Prop. of neighborhood photos 0.02 0.00
Prop. of floorplan photos 0.08 0.03
Prop. of other photos 0.08 0.03
Content diversity 0.10 0.03

Text-related variables:
Word count 0.24 0.09
Sentiment 0.13 0.05
Prop. of renovations topic 0.05 0.03
Prop. of condo amenities topic 0.02 0.00
Prop. of design topic 0.18 0.06
Prop. of location topic 0.22 0.06
Prop. of spaciousness topic 0.25 0.06
Prop. of investment opportunity topic 0.07 0.01
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D Photo and text-related variables and sales outcomes

To assess the validity of leveraging unstructured data to uncover confounders to reduce

selection bias, we follow Zeng et al. (2022) and examine whether the photo and text-related

variables from the unstructured data in the listings are important explaining factors of not

only the treatment (VT adoption) but also the outcomes of interest (sale price and TOM).

To this aim, and similar to Section 5, we predict outcomes using the Xgboost algorithm,

this time for continuous rather than binary outcomes. For the sale price outcome, the

algorithm achieves a 0.120 root-mean-square error in the test sample. In Table A4, we

present the aggregated importance by the different groups of features. Relative to the results

for VT adoption prediction, the importance of photo-related variables decreases by nearly

4 percentage points and the importance of real estate firm dummies increases by nearly 7

percentage points. The latter might be consistent with the idea that more experienced firms

are more likely to work with higher quality houses and more motivated sellers (Gilbukh and

Goldsmith-Pinkham 2019), which can directly relate to sale prices. Despite such changes in

the absolute values, photo and text-related variables are still as important as many other

readily available metrics, such as standard house characteristics.

In Figure A3, we summarize the individual importance of the 30 most important features

in explaining sale prices (excluding fixed effects variables) and use color code to indicate the

correlation between feature values and sale prices. A comparison with the results for VT

adoption prediction highlights some correlations that, if ignored, could bias the estimated

effect of VT on sale price. For instance, Figure A3 suggests that listings with more photos

and higher aesthetic quality photos, which are also more likely to adopt VT (Figure 3), tend

to sell at a higher price. Similarly, Figure A3 suggests that listings with a higher proportion

of spaciousness and design topics, which are also more likely to adopt VT (Figure 3), tend to

sell at a higher price. Ignoring these positive correlations between factors that are important

in explaining VT adoption and sale price would overestimate the effect of VT on sale prices.

9



Figure A3: Top 30 most important explaining factors of sale price, excluding fixed effects
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Note: The bar sizes represent each variable’s importance, measured as the mean of the absolute SHAP
values. The color codes represent the correlation between each variable and sale price. The red (gray) tones
indicate a positive (negative) correlation, and the cutoff within each tone is based on the median correlations
in the data.
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Table A4: Aggregated feature importance by groups for sale price predic-
tion

Group of features N. of features Aggregated importance

Photo-related variables 14 23.03%

Year-month fixed effects 24 19.91%

Text-related variables 8 13.48%

Neighborhood characteristics 11 12.99%

Agent/firm characteristics 5 10.31%

House characteristics 20 5.52%

Firm fixed effects 805 11.94%

Zip code fixed effects 269 2.81%

Total 1, 156 100.00%

For the TOM outcome, the algorithm achieves 0.498 root-square-mean error in the test

sample. In Table A5, we present the aggregated importance by the different groups of

features. Relative to the results for VT adoption prediction, the importance of photo-

related variables decreases by nearly 3 percentage points and the importance of real estate

firm dummies increases by 4 percentage points. Despite such changes in the absolute values,

photo and text-related variables are still equally or more important than many other readily

available metrics, such as standard house characteristics.

In Figure A4, we summarize the individual importance of the 30 most important features

in explaining sale prices (excluding fixed effects variables) and use color code to indicate the

correlation between feature values and TOM. A comparison with the results for VT adoption

prediction highlights some correlations that, if ignored, could bias the estimated effect of VT

on TOM. For instance, Figure A4 suggests that listings with a higher proportion of living

room photos and a higher proportion of spaciousness topic, which are more to adopt VT

(Figure 3), spend less TOM. Ignoring these factors that are important in explaining VT

adoption and TOM would underestimate the effect of VT on TOM.
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Figure A4: Top 30 most important explaining factors of TOM, excluding fixed effects
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Note: The bar sizes represent each variable’s importance, measured as the mean of the absolute SHAP
values. The color codes represent the correlation between each variable and TOM. The red (gray) tones
indicate a positive (negative) correlation, and the cutoff within each tone is based on the median correlations
in the data.
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Table A5: Aggregated feature importance by groups for time on market
prediction

Group of features N. of features Aggregated importance

Photo-related variables 14 23.93%

Year-month fixed effects 24 22.08%

Text-related variables 8 13.64%

Neighborhood characteristics 11 13.63%

Agent/firm characteristics 5 10.69%

House characteristics 20 4.94%

Firm fixed effects 805 9.36%

Zip code fixed effects 269 1.73%

Total 1, 156 100.00%

E Relation between VT adoption and TOM using pend-

ing date

Benefield and Hardin (2015) discuss two measures for TOM: listing to pending or listing to

sale. They think that both measures are defensible. Specifically, one could argue that the

pending contract date should signal the end of the marketing period, since agents are not

likely to continue marketing a property at the same level once a contract has been signed.

However, this ignores the non-trivial percentage of pending contracts that fail to result in a

completed transaction. Our main analysis measures TOM using the duration between the

list date and sale date. In Table A6, we show that our main result that the benefit of VT

on TOM is smaller than previously found is consistent when defining TOM as the number

of days between listing date and pending date.
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Table A6: Effect of virtual tour adoption on TOM (listing to pending)

Baseline specification Full specification

TOM TOM
(1) (2)

Has 3D virtual tour 0.044∗∗∗ 0.072∗∗∗

Additional controls:
Text-related variables No Yes
Other photo-related variables No Yes

Baseline controls:
Photo count Yes Yes
House characteristics Yes Yes
Neighborhood characteristics Yes Yes
Agent/firm characteristics Yes Yes
Year-month fixed effects Yes Yes
Zip code fixed effects Yes Yes
Firm fixed effects Yes Yes

Observations 73,685 73,685
Selection model out-of-sample AUC 79.66% 80.88%
Outcome model out-of-sample R2 0.108 0.108

Note: Dependent variables are log-transformed by log(1+y). We trim the dataset at the 0.01
and 0.99 levels of the treatment propensities and the 0.0005 and 0.9995 quantiles of the in-
dividual treatment effects.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.
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F Robustness checks with additional measured con-

founders

Below, we present additional details for the robustness checks to additional measured con-

founders discussed in Section 6.1.

Controlling for Redfin estimates of house market value As noted in Section 6.1,

home sellers and buyers have access to publicly available estimates of a house market value

provided by major real estate platforms like Redfin and Zillow. These estimates could serve

as reference price points that consequently affect both sale prices and the decision to use VT.

To examine how this could affect our estimates, we further control for the Redfin estimate

of each house value in the model.

Table A7 presents the DML estimates of VT adoption on sale outcomes with Redfin Es-

timates controlled. Consistent with our main results, after the Redfin Estimate is controlled

in the baseline, we observe that controlling additional photo and text variables reduces the

claimed benefits of VT on sale outcomes.

Examining the link between VT adoption and pricing strategies As noted in

Section 6.1, another type of confounder that could threaten the causal interpretation of

our findings relate to unmeasured pricing strategies consistent with the results we observe.

To explore this possibility, we use the DML framework described in Section 4 to examine

the relationship between VT adoption and different pricing-related variables, namely: (i)

the initial list price, (ii) the number of times the seller decreased the list price, and (ii) the

number of times the seller increased the list price. Our results, presented in Table A8, suggest

that VT adoption is associated with higher listing prices, more frequent subsequent price

cuts, and less frequent subsequent price rises, a pricing strategy that is indeed consistent

with the results we observe (i.e., longer TOM).

15



Table A7: Effect of VT adoption on house sale outcomes - Redfin estimates controlled

Baseline specification Full specification

Sale price TOM Sale price TOM
(1) (2) (3) (4)

Has 3D virtual tour 0.006∗∗∗ 0.008 0.002∗∗∗ 0.028∗∗∗

Additional controls:
Text-related variables No No Yes Yes
Other photo-related variables No No Yes Yes

Baseline controls:
Redfin Estimate Yes Yes Yes Yes
Photo count Yes Yes Yes Yes
House characteristics Yes Yes Yes Yes
Neighborhood characteristics Yes Yes Yes Yes
Agent/firm characteristics Yes Yes Yes Yes
Year-month fixed effects Yes Yes Yes Yes
Zip code fixed effects Yes Yes Yes Yes
Firm fixed effects Yes Yes Yes Yes

Observations 73,889 73,889 73,890 73,890
Selection model out-of-sample AUC 79.71% 79.71% 80.72% 80.72%
Outcome model out-of-sample R2 0.983 0.130 0.984 0.132

Note: Dependent variables are log-transformed by log(1+y). We trim the dataset at the 0.01 and 0.99 lev-
els of the treatment propensities and the 0.0005 and 0.9995 quantiles of the individual treatment effects.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.
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Table A8: Effect of VT adoption on pricing strategies

List price Price decrease count Price increase count
(1) (2) (3)

Has 3D virtual tour 0.003∗∗∗ 0.011∗∗∗ −0.007∗∗∗

Controls:
Text-related variables Yes Yes Yes
Photo-related variables Yes Yes Yes
House characteristics Yes Yes Yes
Neighborhood characteristics Yes Yes Yes
Agent/firm characteristics Yes Yes Yes
Year-month fixed effects Yes Yes Yes
Zip code fixed effects Yes Yes Yes
Firm fixed effects Yes Yes Yes

Observations 73,685 73,685 73,685
Selection model out-of-sample AUC 80.88% 80.88% 80.88%
Outcome model out-of-sample R2 0.948 0.046 0.052

Note: Dependent variables are log-transformed by log(1+y). We trim the dataset at the 0.01 and 0.99 levels
of the treatment propensities and the 0.0005 and 0.9995 quantiles of the individual treatment effects.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.

To dig deeper into the extent to which the pricing strategies sellers are more likely to

use when adopting VTs drive the results we observe, we turn into an OLS framework to

conduct a mediation analysis. To this aim, we first estimate the effect of VT adoption on

sale outcomes to examine whether our findings are consistent with those obtained from the

DML framework. In particular, we estimate a fixed effects specification:

Yi = θ · V Ti +Xi · β + αzip-code + µfirm + λyear-month + Ui (5)

where Yi is a linear function of VT adoption and other controls, fixed effects by zip code,

seller agent’s firm, and year-month, and the treatment effect θ here is the average treatment

effect. The results, presented in Table A9, are consistent with those with results obtained

with the DML framework in Table 4.

Next, we examine how pricing strategies mediate the effects of VT adoption on sale

outcomes in Table A10. Columns 1 to 3 of Table A10 show that VT adoption is significantly
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Table A9: Effects of VT adoption on house sale outcomes - fixed effects model

Baseline specification Full specification

Sale price TOM Sale price TOM
(1) (2) (3) (4)

Has 3D virtual tour 0.012∗∗∗ 0.010 0.002 0.017∗∗∗

Additional controls:
Text-related variables No No Yes Yes
Other photo-related variables No No Yes Yes

Baseline controls:
Photo count Yes Yes Yes Yes
House characteristics Yes Yes Yes Yes
Neighborhood characteristics Yes Yes Yes Yes
Agent/firm characteristics Yes Yes Yes Yes
Year-month fixed effects Yes Yes Yes Yes
Zip code fixed effects Yes Yes Yes Yes
Firm fixed effects Yes Yes Yes Yes

Observations 69,160 69,160 62,652 62,652
R2 0.914 0.116 0.923 0.125

Note: Dependent variables are log-transformed by log(1+y). Pricing strategies include: log-
transformed list price, price decrease count, and price increase count.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.

associated with a higher list price and more price downward adjustments afterward. Columns

4 and 5 of Table A10 show that higher list prices are associated with higher sale prices and

longer TOM, price adjustments are associated with longer TOM, and intuitively, downward

(upward) adjustments reduce (increase) sale prices. Moreover, columns 4 and 5 suggest that

after controlling pricing strategies, VT adoption has a null effect on sale prices, and that

the positive effect of VT on TOM in column 4 of Table A9 diminishes to null. Altogether,

these results suggest that list prices might be higher for the houses with VTs not because

of systematic differences from those without VTs, but because of the selling process itself,

namely, seller agents aiming too high and then adjusting prices downward. Moreover, such

a selling process might lead to a longer TOM for houses with VTs.
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Table A10: Mediating role of pricing strategies - fixed effects model

List price Price decrease count Price increase count Sale price TOM
(1) (2) (3) (4) (5)

Has 3D virtual tour 0.003∗ 0.020∗∗∗ −0.002 0.001 0.003

List price 0.871∗∗∗ 0.128∗∗∗

Price decrease count −0.076∗∗∗ 0.674∗∗∗

Price increase count 0.033∗∗∗ 0.294∗∗∗

Controls:
Text-related variables Yes Yes Yes Yes Yes
Photo-related variables Yes Yes Yes Yes Yes
House characteristics Yes Yes Yes Yes Yes
Neighborhood characteristics Yes Yes Yes Yes Yes
Agent/firm characteristics Yes Yes Yes Yes Yes
Year-month fixed effects Yes Yes Yes Yes Yes
Zip code fixed effects Yes Yes Yes Yes Yes
Firm fixed effects Yes Yes Yes Yes Yes

Observations 62,652 62,652 62,652 62,652 62,652
R2 0.917 0.069 0.078 0.988 0.339

Note: Dependent variables are all log-transformed by log(1+y).

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.

G Sensitivity to other unmeasured confounders

Following prior marketing literature (Manchanda et al. 2015, Zhang et al. 2022), we adopt the

Rosenbaum Bounds Approach (Rosenbaum 2002) to assess the sensitivity of our estimates to

unmeasured confounders. Given that the effect of VT on sale prices is no longer significant

after controlling for the visual appeal and quality of the house and the effort made by the

seller in providing visual and textual information about the property, we are mostly interested

in the sensitivity of the estimated positive impact of VT on TOM.

We refer the reader to Rosenbaum (2002) for details on the Rosenbaum Bounds Approach.

In short, it starts from the idea that the probability πj that a unit j receives the treatment

depends on both observed covariate xj and an unmeasured covariate uj: log(πj/(1− πj)) =

f(xj) + γuj, with 0 ≤ uj ≤ 1, and f(.) an unknown function and γ an unknown parameter.

Then, for two units j and k with the same covariates xj and xk, the ratio between the odds
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of receiving the treatment:

exp(−γ) ≤ πj(1− πk)

πk(1− πj)
≤ exp(γ) (6)

If Γ = exp(γ) = 1, both units would be equally likely to be treated and the study would

be free of hidden bias (bias from the unmeasured confounder u). When Γ > 1, the odds

of receiving the treatment change even when xj = xk. Thus, Γ can be seen as a measure

of the degree of departure from a study free of hidden bias. A sensitivity analysis consists

of conducting statistical hypothesis tests and estimates at different values of Γ. A study is

sensitive if its inferences change for small deviations from Gamma equal to 1.

In Table A11, we present the results for the sensitivity of the estimated treatment effect

of VT on TOM using three commonly used tests for matched-pair data.1 Column 2 shows

the p-values corresponding to the p-value from Wilcoxon’s signed rank test to reject the null

that the differences in outcomes of the paired treatment and control units are insignificant.2

Columns 3 and 4 correspond to the Hogges-Lehman point estimates of an additive treatment

effect. Columns 5 and 6 correspond to the Hogges-Lehman confidence intervals for the point

estimates of an additive treatment effect.

The three tests in Table A11 suggest that the positive estimated effect of VT adoption

on TOM is explained away by small magnitudes of hidden biases : the p-value to reject the

null hypothesis of null treatment effect is larger than the α = 0.10 threshold with Γ = 1.1,

and similarly, both the Hogges-Lehman point estimates and confidence intervals contain zero

with Γ = 1.1. As such, we conclude that the text and photo-related variables extracted from

the unstructured data of the listings are not enough to account for all relevant confounders

and that, after accounting for unmeasured confounders, the effect of VT on TOM is likely

insignificant.

1We use a 1:1 nearest neighborhood matching based on the propensity score estimated with the full set
of covariates used in our main analyses. Our findings are robust to alternative matching methods.

2Since this is a one-sided test, we focus on the relevant p-value according to the sign of the estimated
treatment effect. We use the upper lower bound for the positive estimated effect of VT on TOM (DiPrete
and Gangl 2004)
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Table A11: Rosenbaum Bounds test for TOM outcome

Γ p-value t-hat+ t-hat- CI+ CI-
(1) (2) (3) (4) (5) (6)

1.0 0.001 0.018 0.018 0.007 0.030
1.1 0.958 −0.010 0.047 −0.022 0.059
1.2 1.000 −0.037 0.073 −0.048 0.085
1.3 1.000 −0.061 0.097 −0.073 0.109
1.4 1.000 −0.083 0.120 −0.095 0.131
1.5 1.000 −0.104 0.140 −0.116 0.152
1.6 1.000 −0.123 0.159 −0.135 0.171
1.7 1.000 −0.141 0.177 −0.153 0.189
1.8 1.000 −0.158 0.194 −0.171 0.206
1.9 1.000 −0.175 0.210 −0.187 0.222
2.0 1.000 −0.190 0.225 −0.202 0.238

Note: In Column (1), Gamma is the odds of differential assign-
ment due to unobserved factors. In Column (2), the p-value
is the Wilcoxon’s signed rank statistics. In Columns (3) and
(4), t-hat+ and t-hat- are the upper and lower bound Hodges-
Lehmann point estimates, respectively. In Columns (5) and
(6), CI+ and CI- are the upper and lower bound confidence in-
terval at alpha = 0.95, respectively.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.

We also conducted an additional sensitivity analysis based on the Gaussian Copulas ap-

proach proposed by Park and Gupta (2012), which directly models the joint distribution of

an endogenous regressor and the error term in the outcome equation of interest. Despite the

known limitations of this approach for binary endogenous variables like ours, its results indi-

cate that the VT adoption has no significant effect on sale prices and TOM after controlling

for photo and text-related variables, reassuring the validity of our conclusions above.3

H Effects of virtual adoption on favorites, x-outs, and

Redfin tours normalized by TOM

In Table 7 we find that VT adoption has a positive impact on the favorite, x-out, and Redfin

tour counts, respectively. One concern is that, as we also find that virtual adoption may have

3Please note that due to space constraints, these results are not included in the manuscript but can be
provided upon request.
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a positive impact on TOM, longer TOM may allow more views and thus more favorites, x-

outs, and Redfin tours. Hence the positive effects on favorite, x-out, and Redfin tour counts

could be due to two potential reasons: 1) VT adoption leads to longer TOM; 2) VT adoption

increases the popularity of adopting houses in the early stages of buyers’ search process.

To see whether the second reason (i.e., VT adoption increases houses’ popularity in the

search process) is at play, we normalized the favorite, x-out, and Redfin tour counts of a

house based on its TOM. Specifically, we perform the following procedures:

• Plot the average log-transformed counts of favorites, x-outs, and Redfin tours against

TOM as in Figure A5. We observe that the counts of favorites, x-outs, and Redfin tours

indeed increase with TOM before the 50th day on market, but the pattern flattens after

the 50th day on market.

• As the data becomes scarce and noisier when TOM is large, we fit a polynomial function

with degree five of to smooth the average log-transformed counts with respect to days on

the market.

• Then we normalize the log-transformed counts for a specific house by comparing it

with the corresponding smoothed average log-transformed count as log(count+1)t/ E

log(count+1)t to capture how each house’s count performs compared to other houses

with the same TOM.

Figure A5: Average favorite, x-out, and Redfin tour counts by TOM

(a) Favorite count (b) X-out count (c) Redfin tour count

Note: Favorite, x-out, Redfin tour counts are log-transformed by log(1+y). The blue dots are the avg. count
across houses for each day on the market. The orange line is fitted by a polynomial function of degree five.
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Lastly, we use the normalized log-transformed count of favorites (x-outs, redfin tours)

as new outcome variables and estimate the effect of VT adoption on them with the DML

framework described in Section 4. The results are presented in Table A12. In general, com-

pared to Table 7, after normalization, the effects on favorite and x-out counts become much

smaller but still positive, and the effect on Redfin tour count is similar but less significant.

The analysis here suggests that VT adoption can increase the popularity of houses in the

early stages of the buyers’ search process.

Table A12: Effect of virtual tour adoption on normalized favorite, x-out, and Redfin
tour counts

Favorite count X-out count Redfin tour count
(1) (2) (3)

Has 3D virtual tour 0.027∗∗∗ 0.025∗∗∗ 0.025∗

Controls:
Text-related variables Yes Yes Yes
Photo-related variables Yes Yes Yes
House characteristics Yes Yes Yes
Neighborhood characteristics Yes Yes Yes
Agent/firm characteristics Yes Yes Yes
Year-month fixed effects Yes Yes Yes
Zip code fixed effects Yes Yes Yes
Firm fixed effects Yes Yes Yes

Observations 73,685 73,685 73,683
Selection model out-of-sample AUC 80.88% 80.88% 80.88%
Outcome model out-of-sample R2 0.511 0.479 0.120

Note: Dependent variables are log-transformed by log(1+y). We trim the dataset at the 0.01 and
0.99 levels of the treatment propensities and the 0.0005 and 0.9995 quantiles of the individual treat-
ment effects.

Significance levels: * p<0.1, ** p<0.05, *** p<0.01.
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