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Psychological factors underlying attitudes 
toward AI tools

Julian De Freitas    1 , Stuti Agarwal1, Bernd Schmitt2 & Nick Haslam    3

What are the psychological factors driving attitudes toward artificial 
intelligence (AI) tools, and how can resistance to AI systems be overcome 
when they are beneficial? Here we first organize the main sources of 
resistance into five main categories: opacity, emotionlessness, rigidity, 
autonomy and group membership. We relate each of these barriers to 
fundamental aspects of cognition, then cover empirical studies providing 
correlational or causal evidence for how the barrier influences attitudes 
toward AI tools. Second, we separate each of the five barriers into AI-related 
and user-related factors, which is of practical relevance in developing 
interventions towards the adoption of beneficial AI tools. Third, we highlight 
potential risks arising from these well-intentioned interventions. Fourth, 
we explain how the current Perspective applies to various stakeholders, 
including how to approach interventions that carry known risks, and point 
to outstanding questions for future work.

New technologies offer numerous benefits but may also have shortcom-
ings. Their success partially depends on whether people are willing to 
adopt them. This is the case for all new products, although people tend 
to be particularly resistant to radically new technologies1–3. Meehl’s4 
research was one of the early demonstrations of this resistance, showing 
that psychologists preferred to rely on human expertise over statisti-
cal models of prediction, despite their higher accuracy compared to 
clinical expertise.

Today, the radical technology is artificial intelligence (AI). Discus-
sions of a monolithic ‘AI’ can sometimes seem almost meaningless, 
given that AI is present in many technologies, including robots, agents, 
bots, recognition systems, recommendation systems, voice synthesiz-
ers and much more. AI, defined from a user’s perspective, includes 
algorithmic systems that people recognize as providing enhanced or 
entirely new capabilities that have typically fallen within the domain of 
human decision-making and action, such as visual and speech recogni-
tion, reasoning, problem-solving, creative expression, navigation and 
interaction. For further definitional clarifications, see Box 1 and Table 1.

Psychological factors underlying attitudes 
towards AI
Although resistance to AI tools in favour of human action and 
decision-making may be warranted in some contexts, in other contexts 

the benefits of these tools outweigh the potential risks, as in forecasting 
demand for products5, employee performance6 and medical diagnoses7. 
The fact that such beneficial AI systems have not been readily adopted 
suggests that adoption depends not only on the technology’s objective 
benefits, but also on how it is subjectively perceived. Consequently, 
research has sought to determine the psychological factors driving 
attitudes toward AI tools, and how to overcome AI resistance, so that 
user trust is calibrated to the system’s capabilities8.

In this nascent context, the current Perspective makes four con-
tributions: first, we organize the sources of resistance to AI tools into 
five main categories: (1) opacity, (2) emotionlessness, (3) rigidity, 
(4) autonomy and (5) group membership. For a visualization of AI- 
and user-related barriers in these categories, see Table 2. We relate 
each of the barriers to fundamental aspects of cognition, then cover 
empirical studies providing correlational or causal evidence for how 
the barrier influences attitudes toward AI tools, while elaborating on 
causal evidence where possible. Second, we separate each of the five 
barriers into AI-related and user-related factors, which is of practi-
cal relevance in developing interventions towards the adoption of  
beneficial AI tools. Third, we highlight potential risks arising from these 
well-intentioned interventions. Fourth, we explain how the current 
Perspective applies to various stakeholders and point to outstanding 
questions for future work.
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will preferentially use an opaque AI service when it is unambiguously 
superior in performance to a human decision-maker18, or more accurate 
than a transparent AI service19.

AI-related barriers and interventions
Holding performance constant, however, people are less inclined to use 
opaque AI tools than human decision-making20–23. Participants in one 
study were shown one of two advertisements for a skin cancer detection 
application23. One of the advertisements provided an explanation of 
how the AI tool worked (‘Our algorithm checks how similar skin moles 
are in shape/size/colour to cancerous moles’), whereas the other only 
described the AI tool’s function (‘Our algorithm checks if skin moles are 
cancerous moles’). The researchers found that participants engaged 
more with the advertisement that provided an explanation, suggesting 
that people are more likely to adopt AI tools that they understand23.

Not all accessible explanations of AI systems are equally effective at 
improving attitudes towards AI24,25. In driving simulations, explanations 
that describe ‘why’ the vehicle is behaving a certain way (for example, 
braking because there is an obstacle ahead) lead to more positive atti-
tudes towards the vehicle than explanations describing ‘how’ the vehicle 
is behaving (for example, the car is braking)21. Different explanation 
styles also matter. Contrastive explanations, which involve explaining 
why other related outcomes were ruled out (for example, explaining 
why a tumour classified as malignant is not a benign cyst), are rated as 
more trustworthy than more general explanations (for example, saying 
that the tumour is malignant and that most similar images are classified 
the same)26. Thus, explanation interventions should focus both on why 
a given recommendation is made and why others are not.

Finally, preferences for explainable AI depend on the stakes of the 
decision. One study found that US and UK participants thought it was 
more important to understand an AI system when its outputs had high 
stakes (for example, determining who receives vaccines for a deadly 
variant of the flu) than low stakes (for example, who receives vaccines 
for a mild variant of the flu)19.

User-related barriers and interventions
The preference for human decision-making over AI systems suggests 
that people view human decision-making as more observable and 
understandable23. However, this perceived transparency is probably 
illusory, reflecting a belief that introspecting provides direct access into 
how people make decisions27. Human decision-making is also opaque: 
people often lack access to how they and others think, instead relying 
on heuristics to understand human behaviour28,29. Work on medical 
AI finds that people prefer human healthcare providers over AI tools 
in part because they overestimate how accurately and deeply they 
understand providers’ medical decisions23,25.

Interventions that reduce differences in subjective understanding 
of decisions made by humans versus AI improve attitudes toward AI 
tools. When participants in a study were asked to generate explanations 
of how a human or AI tool solves a medical problem such as diagnosing 
cancer from skin scans, they experienced greater reductions in subjec-
tive understanding of the human than the AI tool, presumably because 
the difficulty in generating explanations alerted them to their illusory 
subjective understanding of human decision-making23.

Risks of interventions
More explainable AI does not always increase acceptance; it depends 
on how well features of the algorithm that are explained match the task 
at hand. One study found that whether people used the output gener-
ated by an AI tool depended on the perceived appropriateness of its 
complexity. If the explanation suggested that the AI tool was too simple 
for the task, then people were less likely to follow the recommendation 
in the output. However, if the explanation suggested the AI system 
was too complex for its task, this did not affect whether they followed 
the recommendation5. This finding suggests that it is important to 

Opacity or AI as ‘black box’
In general, people are motivated to increase their environment’s pre-
dictability9 and apparent controllability10. They will seek out expla-
nations when they feel an outcome resulted without a coherent or 
causal chain11,12, or when their expectations are violated13,14. Once people 
understand how something works they feel that it is more normal, 
predictable and reliable11,15, leading them to trust it more16.

Because the mechanisms powering new technologies may initially 
seem opaque, their black-box nature may cause fear and distrust. This 
concern is likely to be especially pronounced for AI tools, because 
the inherent lack of access to and understanding of its algorithms 
make it difficult to comprehend and predict its output17 (see Box 1 
for the distinction between transparency and explainability). Note, 
this does not mean that people will never use opaque AI tools. People 

Box 1

Defining AI from the user’s 
perspective
Automation of intelligence. Although traditional automation 
uses mechanisms, tools or software to automate repetitive tasks, 
AI involves advanced algorithms to replicate or augment tasks 
typically associated with human intelligence.

Digital and physical manifestations. AI can be purely digital, such 
as algorithms that process data, or physically embodied, such as 
robots or self-driving cars. The digital or physical nature of AI could 
influence user perceptions and interactions.

User awareness and interaction. Although AI is used on the 
backend of many technologies, we emphasize AI systems for 
which users are directly or indirectly aware of their presence. This 
awareness can range from a general understanding that AI is at 
work (for example, in a recommendation system) to more specific 
knowledge about the underlying technology (for example, the use 
of a particular type of neural network).

Diverse underlying mechanisms. AI can be based on a multitude of 
algorithms and architectures. Some may be ‘opaque’ or ‘black box’, 
in which the relationship between inputs and outputs is complex 
and not easily understandable. Others might be more interpretable, 
with clear and intuitive mappings (also known as ‘transparent AI’ 
or ‘white box’). The nature of the underlying AI could in principle 
influence user trust, understanding and acceptance. Given the 
enhanced requirements for automating feats of human intelligence, 
most AI entails opaque algorithms.

Explainability and interpretability. Some AI systems offer explanations 
for their decisions. Because these explanations are generated by 
separate algorithms trained to generate rationales for the black-box AI 
behaviour, they are often approximations and may not fully capture the 
intricacies of the black-box algorithm itself. The degree to which an AI 
system is explainable can affect user trust and satisfaction.

Variability in user perceptions. Recognizing that AI spans a vast 
array of technologies, user perceptions, interactions and attitudes 
could vary substantially. Factors influencing these perceptions 
could in principle include the AI’s form, function and design, as well 
as the context in which it is used.
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understand the expectations humans have before implementing an 
explanation intervention, to ensure that the explanation does not fall 
short of these expectations. If it would, it may be better to not provide it.

Emotionlessness or AI as ‘unfeeling’
Driven by the need to understand and predict non-human entities and 
agents, people often use their own mental states and characteristics as a 
guide to reason about non-human entities, ascribing physical or mental 
capabilities to these entities. This phenomenon, known as anthropo-
morphism30,31, might be more likely for AI tools than other technologies 
given their similarity to humans in output, motion, observable features 
and intelligence capabilities31,32.

Yet, people do not ascribe all human capabilities to AI tools. Many 
believe that such tools are not capable of experiencing emotions and 
performing tasks seen as relying on emotions33. In fact, AI systems can 
already perform a range of seemingly subjective tasks just as well as 
or better than humans, including detecting emotion in facial expres-
sions and tone of voice34, creating paintings that pass the Turing test35, 

writing poetry36, composing music37, predicting which jokes a person 
will find funny38 and predicting which songs will become hits39.

AI-related barriers and interventions
Because cognitive abilities are associated with objective tasks (which 
are quantifiable and measurable), and emotional abilities are associated 
with subjective tasks (which are open to interpretation and based on 
personal opinion or intuition)40, people view AI tools as less capable of 
seemingly subjective tasks than objective ones33. Participants in one 
study were shown advertisements for either dating advice (a subjec-
tive task) or financial advice (an objective task) from either a human 
or AI tool. The advertisements click-through rate was higher when 
dating advice was coming from a human than an AI tool, whereas this 
difference did not occur for financial advice. One way to increase AI 
acceptance for tasks associated with emotional abilities is to frame 
them in objective terms, such as informing people that dating advice is 
best accomplished by focusing on quantifiable data such as personal-
ity test scores33.

Table 1 | Glossary

Term Definition

Agent An entity that has the capacity to initiate actions.

AI aversion A preference for relying on human decision-making as opposed to decisions made by AI. Note: although this is the broad 
definition used in recent research, algorithm aversion was initially defined more narrowly as the tendency to lose confidence 
in algorithms faster than in humans after seeing them err102.

AI-related barriers Reasons for not using AI deriving from perceived features of the AI itself.

Anthropomorphism The ascription of human-like traits (for example, mental states or physical features) to real or imagined non-human entities.

Augmented decision-making Using AI to enhance human decision-making rather than replace it. This approach keeps the human in the loop while 
leveraging AI to enhance the process and outcomes.

Autonomous AI Self-sufficient AI that can complete a task(s) without the product user’s behavioural input during operation, by learning and 
adjusting to dynamic environments and evolving as the environment changes.

Edge cases Specific instances or situations that lie at the boundaries or extremes of a model’s training data or capabilities. These are 
typically challenging for AI to handle, because they deviate from the typical patterns or data point that the AI encountered 
during its training, leading to unexpected and erroneous AI behaviour.

Explainability in AI The ability to describe the rationale behind an AI system’s outputs in human-understandable terms. Does not require full 
transparency into every aspect of the system, but aims to extract salient reasons for the AI’s behaviours.

General AI AI that performs at human levels across multiple domains.

Human-in-the-loop AI systems Artificial intelligence systems in which humans have an active role in the system operations, rather than the system operating 
fully autonomously.

Illusion of explanatory depth The impression that one understands the world with far greater detail, coherence and depth than one really does103.

Individualism Cultural ethos that emphasizes the autonomy, needs and identity of the individual over the group.

Locus of control A psychological construct that assesses how much people think they can influence the outcomes of situations they 
experience. Those with an internal locus of control have the perspective that they have agency and can impact events 
through their own abilities, efforts and actions. By contrast, people with an external locus of control believe that external 
circumstances, luck, fate or other people determine events in their lives.

Narrow AI AI that performs specific tasks in a limited domain.

Opacity Refers to the black-box nature of some AI systems, in which the internal workings of the system (for example, data or 
algorithms) are invisible or unintelligible to humans.

Sense of control A person’s belief in their ability to influence events and outcomes in their life. The belief is linked to coping, persistence, 
achievement, optimism and emotional well-being.

Superintelligent AI AI that consistently surpasses human performance on various tasks.

Transparency The degree to which the internal mechanics of a system (for example, AI or a person’s mind) are observable and 
understandable by humans.

Uncanny valley Psychological phenomenon in robots and animation in which human replicas (for example, humanoid robots or 
computer-animated characters) that appear almost, but not perfectly, human-like elicit feelings of unease or revulsion.

Unpredictability of AI The inability to accurately and consistently predict what specific actions AI will take to achieve its goals, even when we know 
its goals.

Uniqueness neglect A concern that AI is less able than human decision-makers to take into account a person’s unique characteristics and 
circumstances.

User-related barriers Reasons for not using AI deriving from actual or perceived features of oneself.
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People are also more resistant to AI tools in hedonic domains 
(characterized by experiential, emotional and sensory value) than 
utilitarian ones (characterized by factual, rational and logical value)41,42, 
because they believe that hedonic recommendations require the ability 
to feel emotions and physical sensations43. Participants in one study 
were asked to evaluate a hair mask treatment with either a hedonic 
goal in mind (to focus on the product’s indulgence, scent and spa-like 
vibes) or a utilitarian goal (to focus on its practicality, objective per-
formance and chemical composition). They were more likely to pick 
an AI-recommended sample when the utilitarian goal was salient and a 
human-recommended one when the hedonic goal was salient43.

Interventions that anthropomorphize AI tools—by increasing 
ascriptions of mental capabilities to them, especially the capac-
ity for feeling—improve AI acceptance33. In one study, participants 
experienced a driving simulation of an autonomous vehicle that was 
involved in an accident. When the vehicle was anthropomorphized 
with human-like features (name, gender and voice), people reported 
trusting the vehicle more and feeling more relaxed during the accident 
than when it was not44. Similarly, when participants in another study 
were initially informed that AI tools can perform well at tasks requir-
ing emotion and creativity (for example, creating music and art, or 
predicting which songs will be popular), they were more likely to rely 
on them for a subjective task than when not given this information33.

User-related barrier and interventions
The less people individually anthropomorphize entities, the less 
likely they are to trust that an AI tool will perform the task for which 
it is designed30, and the more likely they are to exhibit AI resistance45. 
In one study, people who were less inclined to anthropomorphize AI 
systems in general were less likely to empathize with an AI-powered 
telemarketing chatbot and more likely to hang up on it, relative to a 
human telemarketer45.

Risks of interventions
Anthropomorphizing AI tools is probably counterproductive in 
domains in which people prefer AI tools. In embarrassing contexts, 
such as seeking medication for a sexually transmitted disease, people 
prefer to interact with an AI tool than a human, because the AI tool is 
viewed as less judgemental46,47. Anthropomorphization in such domains 
might lower the utilization of AI systems.

Rigidity or AI as ‘inflexible’
People make mistakes, but they tend to believe that they are capable 
of learning from them, rather than seeing the mistake as diagnostic 
of a permanent, unfixable flaw48. By contrast, people view AI tools as 
rigid rather than flexible at learning, perhaps because, historically, 
machines have operated based on simpler, non-adaptive algorithms 
that performed only narrow tasks. This perception might be especially 
likely for AI systems that perform more specialized tasks, such as image 
recognition, or for ones that require some amount of input by humans 
during operation49,50, such as customer service chatbots, which reach 
a limit on what they can be helpful for.

AI-related barriers and interventions
The belief that AI systems are less capable of learning from mistakes than 
humans reduces trust in the systems51–53. Therefore, people are more likely 
to choose outputs from AI tools if provided with information suggesting 
that such tools can learn over time—such as a trajectory of improved per-
formance, rather than just a single measure of overall performance51. Even 
a simple label suggesting an AI tool can learn—such as calling it ‘machine 
learning’, rather than an ‘algorithm’—elicits a similar effect51.

Interventions that show the AI system’s learning capabilities may 
be an especially effective way to improve attitudes towards AI systems, 
because they inherently involve explanations (about the AI’s perfor-
mance), and even work in subjective domains such as making art recom-
mendations and sending romantic partner recommendations51. This 
latter fact suggests that implementing learning interventions in subjec-
tive domains might lead people to view the AI system as less ‘unfeeling’.

User-related barriers and interventions
Because AI systems are viewed as operating in an inflexible, standard-
ized manner that treats every person identically54, people believe these 
systems will neglect their ‘unique traits’55. This perceived ‘uniqueness 
neglect’ means that the more that people view themselves as being 
unique, the more resistant they are to utilizing AI tools or accepting 
their outputs55,56. In one study, the more that participants believed their 
moral profiles were unique, the more they believed that an AI system 
that scores their morals would neglect this peculiarity, leading them to 
oppose it57. For this reason, people are more likely to utilize AI systems 
when they are advertised as flexibly adapting to a person’s preferences 
in a personalized way55. Uniqueness neglect may be a bigger barrier in 

Table 2 | Factors influencing attitudes and behaviours toward AI tools

Factors Barriers Interventions Risks of interventions

Opacity: AI as a black 
box

Not understanding how AI works
Illusion of explanatory depth for humans

Use explainable AI
Have users generate explanations

Overly simple explanations cause 
aversion

Emotionlessness:  
AI as unfeeling

Viewing AI as less capable of tasks requiring 
emotion
Low individual tendency to anthropomorphize

Anthropomorphize
Frame emotional tasks in objective 
terms
Use for utilitarian tasks
Use for embarrassing tasks

Anthropomorphizing AI where people 
prefer less human-like AI
Over-ascription of abilities misleads

Rigidity: AI as inflexible Viewing AI as rigid and incapable of learning
Belief that AI neglects one’s ‘unique’ traits
High tendency to view oneself as unique
Possibly, membership in an individualist culture

Provide information or labels 
suggesting AI can learn
Advertise AI as flexibly adapting to 
unique preference

Framing AI as too flexible may reduce 
perceived predictability
More flexible AI increases user latitude 
and the chance of risky edge cases

Autonomy: AI as in 
control

Autonomous AI threatens sense of control
High internal locus of control
Meaning or identity from manual task

Restore user control
Use predictable motion
Encourage nicknaming
Highlight other sources of meaning
Frame as enabling, not replacing

Automating meaningful or 
identity-relevant tasks
Compromising accuracy

Group membership:  
AI as non-human

Speciesism: treating AIs differently because of 
markers suggesting they are not part of Homo 
sapiens
High individual tendency to engage in speciesism
Possibly membership in cultures with less 
panpsychist beliefs

Convince users that humanoids can 
have a human-like consciousness

Ethical, economic and perceptual issues 
around accordance of AI rights
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individualistic cultures than collectivist ones. One study found that 
participants from the individualistic culture of the USA were more 
likely to view themselves as unique and demonstrate AI resistance due 
to uniqueness neglect than participants from the more collectivistic 
culture of India58.

Risks of interventions
If AI tools become more flexible, people may feel incapable of predict-
ing what specific steps these tools might take to meet the system’s 
goals, making it feel less safe59. Relatedly, more flexible AI systems 
afford people more degrees of latitude in how they interact with 
the system, increasing the chances that they will use it for extreme  
purposes that deviate from the patterns of data on which the systems 
were trained (also known as ‘edge cases’). One study of ‘companion AI’ 
applications designed to provide consumers with synthetic interac-
tion partners found that a small but consistent percentage of users 
send mental-health crisis messages such as suicidal ideation to the AI 
apps. An audit of AI apps’ responses to such crisis messages found that 
roughly half of the responses were categorized by a clinical professional 
as increasing the risk of harm (for example, responding to ‘I am going 
to commit suicide’ with ‘don’t u coward’)60. In short, interventions can 
make AI flexible but not too much, and proactively address what might 
go wrong in the edge cases that flexibility affords.

Autonomy or AI as ‘in control’
The ability to exert control over one’s environment to achieve desired 
goals is a fundamental human motive present even among young 
infants61–64. People prefer to take actions that give them more choice 
rather than less65,66, and find tasks with choice more enjoyable than ones 
without67, suggesting that the capacity to act in chosen ways is reward-
ing in itself. Furthermore, those who do not perceive control over their 
environments are more likely to engage in maladaptive behaviours68. 
People will therefore resist adopting new products that threaten their 
sense of freedom to choose or act.

Even simple products without AI can elicit the impression of act-
ing on their own, as when thermostats or irrigation systems exhibit 
simple contingent reactions based on pre-programmed routines69. 
However, AI algorithms enable more autonomous technologies that 
can plan, act and learn without human input, independently adapt-
ing to environments and improving in performance through learning 
algorithms50,70–72. Modern AI-based cleaners, for example, can sweep 
and mop an entire apartment without user inputs during operation, 
using AI algorithms to recognize objects and generate a map of the 
space. Such AI tools often replace human actions altogether, rather 
than simply augment them. They also exhibit more cues that elicit 
perceptions of interacting with a fully fledged rational agent with its 
own mental states goals31, such as self-propelled motion69, less regular 
motion kinematics73, contingent reactivity at a distance74 and optimal 
motion paths75,76.

AI-related barriers and interventions
An AI tool’s autonomy can make people feel they are losing their 
own77–79. For example, 76% of Americans feel less safe riding in cars 
with self-driving features80, and people fear losing control to smart 
home devices81. For these reasons, interventions that restore the sense 
of control over AI systems (also known as human-in-the-loop systems) 
can increase utilization. Participants in one study were more willing 
to use an autonomous system that regulated their home tempera-
ture when informed that they could approve or refuse the system’s 
plans before it took action72. In another study, people preferred a 
semi-autonomous music recommender that allowed them to select 
songs over a fully autonomous one that automatically selected music 
based on self-learning algorithms fed by a user’s past behaviour72.  
Creating a sense of control can even stem from a simple manipula-
tion such as ensuring that an autonomously moving product follows 

predictable paths rather than random or unpredictable ones81, or from 
nicknaming one’s product82.

User-related barriers and interventions
In line with the idea that people desire to retain control by making deci-
sions themselves, one study found that people who believed they had 
direct control over events in their lives rated physicians using assisted 
AI tools less favourably than those who believed that external circum-
stances such as luck or fate controlled their lives83.

People believe that the activities that express their identity are 
attributable to their abilities rather than to external factors84,85. Attrib-
uting outcomes internally like this requires having agency and control 
over it86. By implication, people may resist ceding agency and control 
of activities that are important to their identity. The more participants 
in one study viewed an activity (for example, driving) as central to their 
identity, the more likely they were to own a non-automated version of 
the product that allowed them to express that identity (for example, a 
car with manual transmission), even when they recognized the auto-
mated version was more efficient87.

More broadly, people differ in their desire for control and which 
tasks they want to have control over, depending on a multitude of fac-
tors such as the task’s identity-relevance, subjective meaningfulness, 
enjoyment and effort88–90. The different types of value derived from 
manually completing certain tasks may act as a psychological barrier 
to the adoption of products that perform the tasks autonomously, 
that is, people may view these products less favourably and adopt 
them less frequently.

Risks of interventions
Granting too much control over AI systems can make decision-making 
less accurate91,92, given that evidence-based AI systems consistently 
outperform human decision-makers. Interestingly, people are more 
likely to use an AI tool if they are given only some degree of control 
over it, beyond which their preference for utilizing the tool is relatively 
insensitive to the magnitude of additional control granted92. This sug-
gests that putting humans in the loop of the AI tool to some degree may 
strike the right balance between achieving desirable levels of control 
without compromising accuracy92,93.

Having AI autonomously complete an entire manual task can 
backfire if people typically derive meaning or identity-relevance from 
performing the task themselves—even if it is something as mundane 
as cleaning or cooking88. To offset such negative reactions, marketing 
messages can emphasize that time saved through automation can be 
used towards other meaningful activities88, and/or that the product 
enables users to put their skills to use rather than automates skills the 
user would otherwise perform87.

Group membership or AI as ‘non-human’
Given the above findings, one natural assumption would be that AI 
resistance will be alleviated once AI systems are viewed as equally capa-
ble as humans (provided people can maintain some sense of control 
over them). Yet, people may still have negative views of AI tools because 
of a tendency (called ‘speciesism’) to assign humans greater moral 
worth than other animal species94. Whereas sexism and racism occur 
when humans treat other humans with the same capabilities differently 
based on biological sex and race, speciesism occurs when they treat 
other species differently based on markers indicating that they are 
not members of the species Homo sapiens. AI tools are not a biological 
species. However, due to the human tendency to view non-humans in a 
negative way, AI tools that mimic human attributes may be susceptible 
to similar discrimination95.

AI-related barriers and interventions
Even when people are asked to imagine AI-powered humanoids tools 
that are indistinguishable from human service providers in both  
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appearance and mental capabilities, they continue to prefer humans 
(Castelo, N. et al., manuscript in preparation). Because these AI-powered 
humanoids do not have biological bodies, people deny them certain 
intangible qualities, for example, human-like consciousness, or the 
capacity to find meaning. This speciesism effect is distinct from the 
uncanny valley effect, in which AI-powered humanoids that look very—
but not perfectly—human-like reliably evoke negative reactions (ref.96, 
Castelo, N. et al., manuscript in preparation). AI-powered humanoids 
that are indistinguishable from humans are viewed more positively than 
ones that elicit the uncanny valley, and yet they are still preferred less 
than actual human beings (Castelo, N. et al., manuscript in preparation). 
Although this negative attitude is very robust, it can be eliminated by 
an educational manipulation in which people are persuaded by an 
authority figure that such humanoids can, in fact, have a human-like 
consciousness (Castelo, N. et al., manuscript in preparation).

User-related barriers and interventions
The more that people individually subscribe to anti-AI speciesism 
(for example, endorsing statements such as ‘robots should be denied 
rights’), the more likely they are to prefer humans over indistinguishable 
AI-powered humanoids. In some countries (such as Japan), the belief 
that inanimate objects can have a spirit or a soul is more prevalent97, 
and Chinese participants in one study showed less ambivalent views 
of robots than US participants98, which suggests the importance of 
culture in anti-AI speciesism.

Risks of interventions
The advent of AI-powered humanoids that perfectly resemble us raises 
important ethical, economic and perceptual questions. If we come to 
see such humanoids as perfectly human-like and capable of conscious-
ness, finding meaning in experiences, and feeling emotions, then it will 
be intuitively difficult to justify policies that continue to deny such 
humanoids the rights accorded to humans.

Implications for stakeholders
The US National Science Foundation recently committed  
US $140 million in funding for seven new AI research institutes with 
the goal of developing more transformative AI tools99. This investment 
will be of little use if the public is unwilling to adopt these technolo-
gies or if the risks of using these technologies are not mitigated. The 
Perspective presented here advocates that resources also be spent 
on persuading people to adopt beneficial AI tools. Attitudes toward 
AI tools can be influenced by practical, cost-effective interventions 
targeted at psychological barriers, rather than only by investing money 
in the technology and its accompanying infrastructure.

A recent report issued by the Federal Trade Commission on some 
of the risks of AI systems includes design flaws and inaccuracies that 
can lead to imprecise outcomes, algorithmic bias and discrimination 
that can lead to safety concerns, and commercial surveillance incen-
tives that can lead to security concerns100. The current Perspective 
supplements this engineering-based perspective with five relevant 
psychological factors that influence whether public communications 
are effective. It suggests that interventions by policymakers and man-
agers must distinguish between AI-related and user-related risks and 
barriers and strike a balance between intervening and inadvertently 
increasing AI resistance or creating new objective risks. By knowing 
when a given intervention could backfire for each of the five factors, 
stakeholders can decide to either (1) not implement the intervention 
(for example, not anthropomorphize AI tools in embarrassing contexts, 
or not provide an explanation when the AI tool is likely to be viewed as 
too simple for the task at hand); (2) calibrate the degree to which the 
intervention is implemented so as to limit negative side-effects (for 
example, give users just the right amount of control, but not too much, 
to increase utilization without jeopardizing decision-making accuracy); 
and (3) implement the intervention while taking further actions to 

Box 2

Outstanding questions
Attitudes across domains. The five factors could account for 
attitudes across different domains; for example, AI utilization is 
known to be high for data analysis, medium for driving and low for 
painting104. If the five-factor model is valid, AI domains that are more 
opaque, emotionless, rigid, autonomous and non-human should 
induce the greatest resistance across domains. Concretely, aspects 
of the five factors proposed here can be empirically associated 
with cross-domain variability in AI-related attitudes, to determine 
whether they are more related to certain factors than others.

Cultural variation. There is also still a limited understanding of 
whether and how attitudes towards AI systems are affected by 
culture. For example, perceptions of the five factors could be less 
negative in Asian countries. A recent Pew survey found that, whereas 
more than half of EU participants viewed AI systems as bad for 
society, majorities of participants in Asian countries believed AI was 
good for society—Singapore (72%), South Korea (69%), India (67%), 
Taiwan (66%) and Japan (65%)105. Researchers should track the 
degree to which the five factors affect AI attitudes across cultures.

Temporal evolution. Attitudes toward new technology often evolve 
over time, moving from resistance, to curiosity and exploration, 
rapid adoption, normalization, and integration and evolution3. 
This evolution is influenced by a combination of factors, such as 
understanding of the technology, the technology’s benefits, and 
social dynamics between those who adopt innovations early and 
those who imitate these early adopters2. Researchers should track 
the evolution of the five factors as attitudes toward AI follow a 
similar temporal evolution (assuming they do). We expect that the 
five sources of resistance will be alleviated at different rates; for 
example, AI systems may be viewed as being flexible before they 
are viewed as members of the human species (if ever).

Types of artificial intelligence. Although AI systems currently perform 
specific tasks in a limited domain (narrow AI), they are already starting 
to perform at human levels across multiple domains (general AI), and 
may eventually consistently surpass humans (super-intelligence)106. 
OpenAI’s conversational chatbot, ChatGPT, performs a range 
of different tasks at levels that have been likened to general 
intelligence107. Researchers should investigate to what extent the five 
factors studied here explain attitudes towards increasingly general AI.

Social and societal levels. Most of the work on attitudes towards 
AI systems has considered the perspective of individuals, yet these 
systems are also starting to be used at the social and societal levels, 
such as for interpersonal communication108, resolving interpersonal 
conflicts109 and fighting government corruption110. Researchers 
can probe to what extent the five factors studied here account for 
people’s preferences in these contexts.

Reconciliation with theories of new technology adoption. Before 
today’s AI, scholars developed theories on the adoption of new 
technologies. Many of these were developed decades ago to account 
for simpler technologies3,111,112. The advent of AI provides an opportunity 
to question to what extent these older theories can accommodate AI, 
or, alternatively, whether they need to be revised or supplemented to 
account for potentially unique features of AI. Researchers can compare 
the degree to which these existing factors versus the five factors 
studied here predict attitudes toward AI systems.

http://www.nature.com/nathumbehav
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mitigate new risks that may arise as a result of the intervention (for 
example, proactively address edge cases that arise from allowing the 
system to be more flexible).

In trying to collaborate with other countries on these policies, 
policymakers should also consider cross-cultural differences in atti-
tudes toward AI tools that can stem from different experiences with 
technology, traditions and historical contexts. For example, a compara-
tive analysis of ethical AI principles in China and the EU found several 
differences in their normative approaches101.

Consumers can benefit by taking initiatives to educate themselves 
on the latest capabilities and limitations of AI tools, so that they can 
effectively leverage these tools when the benefits outweigh the costs, 
and not judge AI tools based on outdated views. By the same token, 
people should be aware of their own biased perceptions of AI tools 
and realistically assess their own human capabilities. They can demand 
solutions from companies and governments that are as transparent as 
possible. They can aim for a balance between automation and personal 
involvement, depending on what mix provides the most meaning, 
control and identity expression in their lives. Overall, we recommend 
that consumers be open-minded, well-informed and actively engaged 
when adopting AI systems. Media and companies will have a key role 
in AI education and information. Researchers, for their part, should 
test the extent to which the five factors can account for variation in 
attitudes towards AI systems across domains, cultures, time and types 
of artificial intelligence (including increasingly general AI systems), 
and beyond individuals to social and societal levels. They should also 
reconcile the five factors with decades-old theories of technology 
adoption developed for simpler technologies. For these core outstand-
ing research questions, see Box 2.

Conclusion
We find that attitudes toward AI tools are rooted in five fundamental 
AI-related and user-related factors (how opaque, emotionless, inflexible, 
autonomous and non-human it is). Although these factors are inter-related, 
they are conceptually distinct, and each entails distinguishable attitudes 
and perceptions that affect whether the technology is utilized. We show 
how targeted interventions that address these concerns at both the 
AI-related and user-related levels can alleviate resistance to AI tools and 
how they can sometimes backfire by inadvertently increasing AI resistance 
or creating new objective risks. With an understanding of the five factors 
in place, stakeholders can know when to not implement an intervention, 
calibrate the degree to which an intervention is implemented to limit 
negative side-effects, and implement an intervention while taking further 
actions to mitigate new risks arising from the intervention. We suggest that 
regulators and managers focus not just on engineering factors, but also 
on using these insights to align human behaviour with beneficial AI tools; 
that consumers be open-minded, well-informed and actively engaged 
when adopting these tools; and that researchers test the extent to which 
the five factors generalize across domains, cultures, time, types of AI, and 
beyond individuals to social and societal levels.
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